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Comments from the Editor
Keston H. Fulcher

Director of Assessment, Evaluation, and Accreditation
Christopher Newport University 

	 This issue of Research & Practice in Assessment incorporates three articles that cover very differ-
ent, but important topics. The first article by Pastor, Kaliski, and Weiss reveals how value-added assess-
ment can be conducted at the institutional level. Using a locally-developed instrument, sound method-
ological procedures, and cutting-edge analyses they demonstrate that a repeated-measures design can be 
used to answer important questions about student learning. 
	 In the second article Steinke and Fitch argue that institutions should incorporate service learning 
into assessment plans and reports. In part, this type of assessment could address critics of academia who 
claim that knowledge and skills obtained in higher education are not generalizable to the real world. To 
the contrary, service learning focuses on just this type of transfer. The authors also provide descriptions of 
several instruments commonly used to assess service learning. 
	 The final piece by Ackerman details the historical shift of library assessment from a primary em-
phasis on resource utilization to a more complex and comprehensive model. In addition to resource utiliza-
tion, libraries now assess learning outcomes such as information literacy. Through better assessment libraries 
are on a pathway to discern how their resources, instruction, and services impact student learning. Ackerman 
also provides details about instruments used to assess various components of libraries’ effectiveness. 
	 I hope you find these articles intellectually stimulating and that they provide you with ideas for 
assessment at you institution. 
	 I would like to thank the Editorial Board for their contributions to this issue: Dr. John Willse, 
Dr. Robin Anderson, and Dr. Dorothy Doolittle. I would also like to introduce the new co-editor, Dr. 
Allen DuPont. Allen serves as the Director of Assessment, Division of Undergraduate Affairs at North 
Carolina State University. Not only will the journal benefit from his expertise, but his acceptance of this 
position also signifies a partnership between groups of assessment experts in Virginia and North Carolina 
and a willingness to tackle issues collaboratively.
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Examining College Students’ Gains in General Education
Dena A. Pastor and Pamela K. Kaliski

James Madison University

Brandi A.Weiss
University of Maryland

Abstract
Do students change as a result of completing their general education requirement? This question was 
examined by using a pretest/posttest design with five different cohorts of students required to complete a 
general education program in American history and politics. Differences among various groups in Cohen’s 
d (the standardized difference between pretest and posttest means) were examined using hierarchical lin-
ear modeling. Results indicated that differences could be explained by how the requirement was fulfilled; 
negligible gains were found for students using advanced placement or transfer credit (.04 -.18), whereas 
moderate/large gains were found for students who had completed the university course(s) (.42 - .90). The 
gain found for students yet to fulfill the requirement (.28) was explained by the large presence in that 
group of students currently enrolled in the course. Different definitions of d used with the pretest/posttest 
design are described and implications of the results for assessment are discussed.

Examining College Students’ Gains in General Education
	 Many institutions of higher education require all students, regardless of major, to take a pre-
specified set of courses during their first several years in college. These courses are typically called general 
education or core education courses with general education being defined by Gaff (1991) as the knowledge, 
skills, values and personal characteristics of the educated person. Proponents of general education argue 
that these courses serve not only as a fundamental basis for a liberal arts education, but also ensure that 
students are exposed to material that will enable them to be educated citizens, lifelong learners and mind-
ful servants to society (Fong, 2004). A survey of a national sample of colleges and universities in 2000 
indicated that the median general education requirement is 40% of the typical baccalaureate degree (Rat-
cliff, Johnson, La Nasa, & Gaff, 2001). Since a large proportion of a student’s undergraduate education at 
institutions with this requirement is composed of general education courses, it is important to understand 
what impact these courses have on students’ knowledge and skills. 
	 Although the Ratcliff et al. (2001) survey indicated that only 32% of institutions assess the ef-
fectiveness of general education programs, the authors note that this percentage is likely to rise given the 
increasing demand for accountability from state legislatures and accrediting bodies. According to Banta, 
Lund, Black and Oblander (1996), institutions that do engage in the assessment use a variety of different 
methods to evaluate gains in students’ general education skills and knowledge. Some institutions simply 
ask students what kind of skills and knowledge they feel they have gained, whereas other institutions rely 
on more direct measures of student learning, such as tests or portfolios. Regardless of which type of as-
sessment is used, it is a good idea to acquire some baseline measure of what students know and are able to 
do prior to any college coursework. In contrast to only collecting information from students after complet-
ing the general education curriculum, collecting measures on students before (pretest) and after (posttest) 
their completion of the curriculum allows greater confidence in claiming that the change in scores is attrib-
utable to the program (Erwin, 1990). In other words, obtaining pretest and posttest measure provides more 
meaning to scores in that it allows one to quantify the value added by the general education curriculum.
	 If such a repeated measures design is used, there are a variety of different ways that the results 
can be conveyed. The most straightforward approach would be to report the pretest and posttest average 
scores, with the difference between the averages representing the typical change in raw scores over time. A 
disadvantage of this approach is its dependency on the particular score scale being employed. For instance, 
a typical gain of 5 points appears large on a 20-point scale, but negligible on a 100-point scale. For this 
reason, it is desirable to report standardized measures of change. Standardized measures of an effect are 
often conveyed using effect sizes, which are typically used to capture practical significance. Readers may 
be familiar with the effect size known as Cohen’s d, which provides a standardized measure of the differ-
ence between group means. By standardized we mean that the difference is reported in standard devia-
tion units, not in the unit of the raw score scale. When the two means being compared are from the same 
group of people at different time points, different definitions of Cohen’s d can be used to capture the 
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difference between means or the change over time (Morris & DeShon, 2002). We elaborate more fully 
on these different definitions later in the paper. 
	 There are several benefits associated with the use of effect sizes to represent the typical change 
over time in students’ general education skills and knowledge. One advantage in using effect sizes is 
that only descriptive statistics are required for their computation. To illustrate this advantage, consider 
a mature assessment program, in which the same assessment data have been collected for several years. 
To obtain as accurate an estimate as possible of the program’s effectiveness, (i.e., one that is based on a 
large sample) one may consider combining the data across years. This approach, however, requires that 
the data were properly archived and are accessible. It may be relatively easier to obtain the descriptive 
statistics of the results, perhaps from assessment reports. Only the descriptive statistics in the reports 
are needed to compute the effect sizes.
	 Once effect sizes are collected, a statistical technique known as meta-analysis is often used to 
average effect sizes, determine the extent to which effect sizes vary, and examine the extent to which 
certain variables are related to effect size estimates. Returning to our example above, meta-analysis could 
be used to: (a) pool effect sizes across years to obtain an accurate estimate of the program’s effectiveness, 
(b) examine the extent to which effect sizes vary across years and (c) explain why effect sizes vary. For in-
stance, if our effect sizes were collected before and after substantial program improvements, meta-analysis 
could also be used to determine if larger effect sizes are associated with the program improvements.
	 Effect sizes could also be quite useful when wanting to compare program effectiveness across 
institutions. Whereas it may be nearly impossible to obtain the raw data from institutions, the acquisi-
tion of descriptive statistics is feasible, perhaps from required reports sent to state councils of higher 
education or accrediting bodies. Once the descriptive statistics are acquired, effect sizes from various 
institutions can be compared. The use of different instruments or assessment designs (e.g., different 
amounts of time elapsing between pretest and posttest) does not preclude the comparison of different 
institutions, but does necessitate the investigation of whether the differences in institution effect sizes 
are attributable to differences in the instruments or assessment designs that were employed. Effect sizes 
based on the measurement of different constructs (e.g., quantitative reasoning vs. writing ability) can 
also be compared, so long as “construct type” is formally examined as a source of variability among the 
effect sizes. A meta-analysis of effect sizes corresponding to different constructs may be a useful way to 
study if change over time differs across the various general education domains. 
Purposes of the Current Study
	 Because the repeated measures design is encouraged in general education assessment (Erwin, 
1990) and used extensively at our university, the first purpose of the present paper is to inform readers 
about the different definitions of Cohen’s d when using repeated measures designs. We illustrate how 
to calculate, interpret, and decide among the various definitions, relying heavily on the information and 
suggestions provided by Morris and DeShon (2002). The second purpose of our paper is to illustrate 
the various ways in which effect sizes from a mature general education assessment program can be 
utilized. To this end, we use assessment data that has been collected at our university from five differ-
ent cohorts to examine the effectiveness of the American Experience general education program. We 
decided to focus on this program since the learning objectives, courses and assessment instrument have 
remained relatively the same for the previous five cohorts. 
	 Every year since the fall of 2000, the American Experience Test (AMEX) has been adminis-
tered to a random sample of students. These students have completed the assessment on two occasions: 
once as incoming freshmen (pretest) and again as second semester sophomores (posttest). After the 
posttest administration, an assessment report has been created containing the descriptive statistics for 
groups of students having different requirement completion statuses. Specifically, descriptive statis-
tics have been reported for six groups: (a) students who have not completed the requirement and five 
groups of students who have completed the requirement by (b) using advanced placement credit, (c) 
using transfer credit, (d) completing a political science course, (e) completing a history course, or (f ) 
completing both the political science and history courses.
	 The descriptive statistics for each of these six groups were obtained from each cohort report 
resulting in a total of 30 effect sizes that were used to answer two sets of research questions. The first 
set of research questions deals with estimating the typical change over time and determining if there is 
significant variation in change over time. Specifically, the following questions were posed:
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	 1a. What is the average effect size? 
	 1b. Is there significant variation among the effect sizes? 

If significant variation among the effect sizes was found, a second set of research questions was pursued to 
explore why the effect sizes vary. Specifically, the following questions were posed:

	 2a. Are there significant differences among the effect sizes associated with the  
	 various cohorts? 
	 2b. Are there significant differences among the effect sizes associated with the various  
	 requirement completion statuses of students?

	 Research question 2b is important in that it allows us to capture the extent to which gains in 
American Experience knowledge result from maturation alone. This can be accomplished by comparing 
the effect size of the “control” group, which consists of students who had not yet completed their Ameri-
can Experience requirement by the time of posttest, to the effect sizes associated with other “treatment” 
groups, which consists of students who had completed the requirement by the time of posttest. We are 
also able to compare the efficacy of different treatments by comparing the effect sizes associated with 
groups completing different courses at our university to one another and to those associated with groups 
of students who used advanced placement or transfer credit to fulfill this requirement.

Methods
 	 We first describe how and from whom assessment data are typically collected at our university 
followed by a description of the assessment reports from which the information used in the meta-analysis 
was obtained. Second, we describe the two different effect sizes used in repeated measures designs and 
provide various ways to calculate, interpret, and decide among the two definitions. Third, the hierarchical 
linear modeling (HLM) approach to meta-analysis used in the present study is described with particular 
attention paid to the various model specifications that were used to answer each of the research questions. 
Procedure & Samples
	 James Madison University is a 4-year public university in the mid-Atlantic with ~ 15,000 un-
dergraduate students and ~1,000 graduate students. All undergraduate students, regardless of major or 
professional program, are required to complete the general education program. The purpose of the Ameri-
can Experience program, its learning objectives, and a detailed description of its courses can be found at 
http://www.jmu.edu/gened/cluster4.html. One of two courses can be used to fulfill 
the requirement for the American Experience program: General Education History 225: U.S. History 
(GHIST 225) or General Education Political Science 225: U.S. Government (GPOSC 225). Students 
also have the option of fulfilling this requirement by scoring a four or above on one of two advanced 
placement exams (United States History or Government and Politics: United States); or, if allowed by the 
program coordinator, they can fulfill this requirement by transferring credit from completion of similar 
courses at other universities. The following labels will be used for the remainder of the paper to describe 
the requirement completion status of students: None–requirement not yet fulfilled, AP – requirement 
fulfilled through advanced placement credit, TR–requirement fulfilled through transfer credit, HIST-
requirement fulfilled by completion of GHIST 225, POSC-requirement fulfilled by completion of 
GPOSC 225, and Both-requirement fulfilled by completion of both GHIST 225 and GPOSC 225.
	 About 70% of students fulfill their American Experience general education requirement prior 
to the second semester of their sophomore year. Table 1 shows the percentage of students in each sta-
tus completion group by cohort. Requirement completion status percentages were fairly similar across 
cohorts. Across cohorts, the majority of students at the time of posttest completed the requirement at our 
university by taking GHIST 225 (40%), GPOSC 225 (14%) or both courses (2%). A sizeable percentage 
of students across cohorts had not completed the requirement (29%) at the time of posttest. About 10% 
and 5% of students across cohorts fulfilled the requirement through advanced placement and transfer 
credit, respectively. 
	 Our university assesses the impact of the general education curriculum by using a repeated 
measures approach to assess the gains that are made in students’ general education knowledge and skills. 
Two institution-wide assessment days are set aside each year for assessment purposes and students’ course 
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registration is blocked if they fail to participate. To obtain a sense of what students’ knowledge and skills 
are coming into college, a representative sample of incoming freshman are administered assessment instru-
ments before classes start during the Fall Assessment Day in August (pretest). In the Spring Assessment 
Day (posttest), which takes place in mid-February, students with 45-70 credit hours upon completion of 
their first semester of their second year are tested. Because students are assigned assessment instruments 
using the last two digits of their student identification number, the instruments taken by a particular 
student at pretest are the same as those taken by that student at posttest. Assignment of instruments to 
students using their student identification number also ensures that the sample administered any given in-
strument is a random sample from the particular student cohort being tested. The pretest and posttest data 
collection dates for the five cohorts used in the present study are shown in Table 2. 
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Measure
	 The American Experience test (AMEX), an 81-item multiple-choice test, was created in 1998 by 
faculty to assess the objectives of the American Experience domain. Coefficient alpha for the AMEX scores 
has been consistently high (0.84 - 0.90) across cohorts and data collection dates (see Table 2). 
Assessment Reports
 	 After each Assessment Day a report of the results is provided to general education faculty. In 
order to provide scores by requirement completion status, student assessment data are linked to university 
records. Assessment reports for the American Experience domain were gathered for the five cohorts used 
in the present study. Although there is a wealth of information provided in the report, we only acquired 
for each cohort and status completion group the sample size, pretest and posttest means and standard 
deviations, as well as the correlations between pretest and posttest scores. The resulting data set is shown 
in Table 1. 
Effect Size
	 Definitions. The effect size of interest in the current study is the standardized mean difference, 
which is commonly used as a measure of practical significance when comparing two means. The standard-
ized mean difference is often denoted as d to represent the sample statistic and δ to represent the popula-
tion parameter. Although there tends to be agreement in the current literature as to how to define δ when 
using averages from independent groups (IG) designs, there is little agreement as to how to define δ when 
using averages from repeated measures (RM) designs. Regardless of which design is employed, the numer-
ator of the standardized mean difference is the difference between means. In IG designs, the difference is 
between group averages (e.g., μtreatment–μcontrol) and in RM designs the difference is between pretest 
and posttest averages (e.g, μpost – μpre). The denominator of δ differs for the two designs with IG designs 
using the pooled within-group standard deviation and RM designs using either the standard deviation 
of the gain scores (a.k.a. change or difference scores) or the standard deviation of the pretest or posttest 
scores (either pooled or unpooled). According to Gibbons, Hedeker, and Davis (1993), if the standard 
deviation of the gain scores (σgain) is used as the denominator, the resulting definition for δ is

If the standard deviation of the pretest or posttest scores is used in the denominator, Dunlap, Cortina, 
Vaslow and Burke (1996) define δ as

Although δgain and δraw are both appropriate effects sizes to use in RM designs, they are not on the same 
scale and therefore can neither be meaningfully compared nor combined. Specifically, δgain is on the 
change score metric, while δraw is on a raw score metric (Morris & DeShon, 2002). The definition and thus 
the metric of the standardized mean difference in RM designs has important implications not only for how 
the effect size is interpreted and estimated, but also how the sampling variance of the effect size is computed. 
	 Interpretations. To illustrate the differences in interpretation of δgain versus δraw, consider a situa-
tion where they both equal 0.5. A value of 0.5 for δgain implies that the typical change in scores is half a 
standard deviation above zero. Alternatively, when δraw is employed the interpretation is more familiar to 
those using the standardized mean difference effect size with an IG design; a value of 0.5 for δraw implies 

(1)

(2)
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that pretest and posttest means differ by half of a standard deviation unit.
	 Because δgain and δraw are not interchangeable, researchers must decide to use one definition over 
the other. In making this decision, Morris and DeShon (2002) recommend taking into consideration the 
research question being posed. However, Morris and DeShon also state that oftentimes “the same research 
question could be framed in terms of either metric” (p.111) and thus encourage researchers to also con-
sider the interpretability of the effect size and the extent to which ρ, the correlation between pretest and 
posttest scores, varies across studies. If ρ varies across studies, Morris and DeShon suggest either using: (a) 
δraw or (b) δgain with subsets of effect sizes having similar ρ. 
	 In the current study we decided to use δraw as opposed to δgain for two reasons. First, we favored 
δraw since we believe our stakeholders are more likely to be familiar with its interpretation and second, we 
wanted to use an effect size that would not require us to split our effect sizes into subsets having homoge-
neous ρ.
	 Estimators. Having made our decision as to which definition to use, we then had to decide upon 
which estimator of δraw to employ. In the current study, we used the estimator because the
 

resulting effect size is on the raw score metric and its calculation only requires the descriptive statistics 
available in the reports. As suggested by Becker (1988), we used the pretest standard deviation (SDpre) 
in the denominator of the draw estimator since it is not affected by the treatment and thus more likely to 
be similar across effect sizes. For the remainder of the paper we simplify our notation by referring to this 
estimator as dj for effect size j (j=1, …, J) and the corresponding population parameter as δj. 
	 Sampling Variance. The sampling variance of dj captures the accuracy with which dj estimates δj 
and can also be thought of as the extent to which dj varies due to sampling error. A linear model can be 
used to represent the relationship between dj and δj

where ej represents sampling error, which is the discrepancy between the population parameter and the 
sample estimate. The variance of ej (σ2ej) is the sampling variance of the estimator.
	 Another purpose for using the pretest standard deviation (SDpre) in the denominator of dj is be-
cause a precise estimator for the sampling variance exists for this particular formulation. A general form of 
the sampling variance for the estimator used in the present study is provided by Morris and DeShon (2002)

where nj refers to the sample size and cj refers to the bias function equal in this design to
 

The bias function is used to correct for the bias associated with the use of small samples, which tend to 
overestimate the population effect size (Hedges, 1981). 
Meta-Analysis
	 A hierarchical linear modeling (HLM) approach to meta-analysis was used in the current study 
with dj serving as the dependent variable in all models. Readers interested in the use of HLM for meta-
analysis should consult Raudenbush and Bryk (1985; 2002). 
	 A series of hierarchical linear models having two levels were used in the present study. For all 
specifications, the Level 1 model is equal to Equation 4. The population parameter for each effect size j in 
the Level 1 model is then used as the dependent variable in the second level of the model. In the follow-

(3)

(4)

(5)

(6)
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ing section we describe the various Level 2 model specifications (all using δj as the dependent variable) 
that were used to answer the research questions.
	 Unconditional Models. To answer the first set of research questions, an unconditional model was 
utilized to estimate the typical effect size and to capture the extent to which effect sizes vary. The popula-
tion parameter for each effect size j 

is modeled at Level 2 as being a function of the grand mean (γ0) and error (uj), which captures the de-
viation of δj from γ0. Because the value of γ0 represents the average gain made in American Experience 
knowledge and skills, it was used to answer research question 1a. The variance of uj (σ2uj) represents the 
extent to which population effect sizes differ from the grand mean (γ0). The significance of σ2uj was used 
to answer research question 1b, which asks whether there is significant variation among the population 
effect sizes.
	 To assess the significance of σ2uj, we compared the fit of the model in Equation 7 against a model 
imposing the restriction that σ2uj equal zero. The fit of these nested models was compared by taking the 
difference between their deviance statistics and comparing it to a χ2 distribution with degrees of freedom 
equal to the difference in the number of parameters being estimated (in this case, df=1). A statistically 
significant difference implies that significant variability exists among the population effect sizes. Depending 
on which model yielded superior fit, either the γ0 from the modeling estimating σ2uj or one constraining σ2uj 
to zero was interpreted when answering research question 1a.
	 Cohort Model. Given significant variation in the population effect sizes, answers to the second set 
of research questions were pursued by adding predictor variables to Level 2 of the model in Equation 7. 
To explore if there were significant differences among the effect sizes associated with students in different 
cohorts, we added as predictors four dummy-coded variables to represent the cohort variable, with the first 
cohort serving as the reference group. The cohort model was therefore specified as

In this model γ0 represents the average effect size for Cohort 1 and γ1 through γ4 represent, respectively, 
the differences in average effect size of each cohort from Cohort 1. To determine if this more complex 
model fit the data significantly better than the unconditional model, and thus to answer research question 
2a, the difference between the deviance statistics associated with each model were computed and com-
pared to a χ2 distribution with degrees of freedom equal to four. If the difference was statistically signifi-
cant, it was concluded that there were significant differences among the effect sizes associated with the 
various cohorts.
	 If this model fit significantly better than the unconditional model, the significance of each of the 
coefficients γ1 through γ4 were examined to determine which cohorts differed significantly from Cohort 
1. Pair-wise comparisons among all other cohorts (e.g., Cohort 2 vs. Cohort 3) were pursued by testing 
the null hypotheses H0: γg=γh, with g≠h. To decrease our chances of making a Type I error, significance tests 
associated with pair-wise comparisons of cohort effects were evaluated using α =.01. 
	 Status Model. A similar approach was taken to answer research question 2b, which was used to 
examine the association between effect sizes and requirement completion status.Dummy-coded variables 
representing the status variable were used as predictors at Level 2, with the group not having yet complet-
ed their requirement at the time of posttest (None) serving as the reference group. The status model was 
therefore specified as

The difference in the deviances of this model and the unconditional model was again used to determine 
if gains made in AMEX knowledge differed by status. If the status model in Equation 9 fit significantly 
better than the unconditional model, we determined how the effect sizes associated with the various status 
groups differed from one another using the same approach outlined above for the cohort model.
Deciding between values of ρ and δ to use in Equation 5. 
	 Researchers can choose to use estimated values of ρ and δ particular to each effect size j in the 

(7)

(9)

(8)
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formula for the sampling variance, or use common estimated values of these parameters, calculated by 
pooling estimates of ρj and δj across effect sizes. Our process for deciding between these two alternatives is 
described below. 
	 Values of ρ. It would only be appropriate to use a single value of the correlation between the pretest 
and posttest scores in the sampling variances for all effect sizes if the population correlations (ρj) associ-
ated with the effect sizes were homogeneous. To determine if there was significant variation among the 
population correlations (ρj), a preliminary meta-analysis using the Fisher’s (1928) r to z transformed 
sample correlations (rjs) as estimates of ρjs was performed. The results of this meta-analysis indicated that 
population correlations did not significantly differ from one another (χ2(1) = 2.2, p=.14). The estimated popu-
lation correlation (ρ=.71945) was therefore used when computing the sampling variances of all effect sizes. 
	 Value of δ.We used the average of the sample effect sizes as our estimate of δ when calculating 
the sampling variance of dj for each study. This same approach was taken in the example provided by Mor-
ris and DeShon (2002). The average dj, weighted by sample size, across the 30 effect sizes in Table 1 was 
calculated as .33769. This value was used as δ to compute the sampling variance (δ2ej) for each dj using Equa-
tion 5. The resulting sampling variances using ρ =.71945 and δ = .33769 for each dj are shown in Table 1.
Software
	 The PROC MIXED application in the software program SAS (version 9.1) was used for all 
analyses. Because comparisons of the deviance statistics of models that differed in both their random and 
fixed parts was utilized in this study, full maximum likelihood was used for estimation (Hox, 2002). A 
primer for how to use PROC MIXED with HLM in general is available from Singer (1998) and when 
performing meta-analysis in particular by Sheu and Suzuki (2001). 
Results
	 Descriptive statistics of the pretest and posttest scores by cohort and requirement completion 
status are first described followed by the results of the meta-analytic models that were used to answer the 
first and second set of research questions. 
	 The descriptive statistics of the pretest and posttest scores and the correlation between such scores 
collected from the assessment reports are shown in Table 1. To understand the levels at which the cohort 
and status groups are scoring on the AMEX at pretest and posttest, the average pretest and posttest means 
(weighted by sample size) were calculated across the various cohort and status groups and are shown in 
Figures 1 and 2 respectively. Figure 1 shows little variability of the pretest averages across cohorts, with 
the lowest pretest average being 40.85 (Cohort 5) and highest being 42.44 (Cohort 1). These averages 
correspond to percent correct scores of 50% and 52% respectively. Across cohorts, students on average are 
obtaining a percent correct score of about ~51% on the AMEX upon entry to college.
	 There is also little variability among the posttest averages for the various cohorts, with the lowest 
average being 43.39 (Cohort 2) and highest being 45.98 (Cohort 1). These averages correspond to percent 
correct scores of 54% and 57% respectively. Across cohorts, students on average are obtaining a percent 
correct score of about ~56% on the AMEX in the second semester of the sophomore year. Although Co-
hort 2 stands out in Figure 1 as being the cohort with the lowest gain from pretest to posttest, the typical 
increase in points on the raw score scale (2-4) does not seem to vary substantially across cohorts. Also, 
it should be kept in mind that this gain of 2 to 4 points is not impressive when considering that the raw 
score scale is comprised of 81 points.
	 The pretest averages in Figure 2 were fairly similar for the status groups of None, TR, POSC and 
HIST, and equaled a value of about ~40 (49% on the percent correct scale). The pretest average for the Both 
status group was somewhat higher (43.87) implying that students who take both courses within their first 
year and a half are coming into college with slightly more knowledge about the American Experience (com-
pared to None, TR, POSC, and HIST). The highest pretest average is for the AP status group (55.78).
	 The gains made over time (~ 2 points) and the resulting posttest averages in Figure 2 are fairly 
similar for the None and TR group. As well, the gains made over time (~ 4.5 points) and the resulting 
posttest averages in Figure 2 are fairly similar for the HIST and POSC group, with the values for the 
HIST group being somewhat larger. The posttest average remains high and barely increases for the AP 
group. The largest increase is associated with the group having already completed both courses. Their aver-
age increases 7.5 points resulting in a posttest average score of 51.39. The large confidence intervals around 
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the averages for this group reflect the relatively small sample size for this group; only 149 of 3134 total 
students used in this study had both courses completed at the time of posttest. 
Meta-Analysis
	 Unconditional Model. Because significant variability existed among the effect sizes (χ2(1)=92.7, 
p=.0000), the parameter estimates for the model estimating δ2

uj are shown in Table 3. The unconditional 
model yielded a value of γ0 equal to .326 indicating that on average, the posttest average is about 1/3 of a 
standard deviation above the pretest average in the population. Multiplying the variance of the effect sizes in 
the population (δ2

uj) by 1.96 captures the range for 95% of the effect sizes. In the current study, the variance 
was estimated as .039, implying that that 95% of the population effect sizes are between .25 and .40. 
	 Cohort Model. The deviance statistics for the cohort model and the unconditional model, as well as 
their chi-square difference test, are shown in Table 4. The cohort model did not fit significantly better than the 
unconditional model (χ2(4) = 3.2, p = .53), indicating that the effect sizes do not significantly vary by cohort.
	 Status Model. As shown in Table 4, the model including the dummy-coded variables for status 
fit significantly better than the unconditional model (χ2(5) = 55.3, p = .0000). It was therefore concluded 
that the population effect sizes significantly varied by status. The parameter estimates for the status model 
are shown in Table 5. The estimated population effect size for each status group was computed by add-
ing the coefficient for the group to the intercept, with the intercept itself serving as the population effect 
size estimate for the None status group. Figure 3 shows the estimated population effect sizes for each 
status group. Ranging from lowest to highest, the number of standard deviation units difference between 
the posttest and pretest means was estimated as .04 for AP, .18 for TR, .28 for None, .41 for POSC, .54 
for HIST and .90 for Both. Pair-wise comparisons among the status groups indicated that the effect size 
for the AP group did not significantly differ from that of the TR group, that the TR effect size did not 
significantly differ from that of the None group, and that the HIST effect size did not significantly differ 

from the Both group. All remaining pair-wise comparisons among the status groups were significant. It 
may seem surprising that the HIST effect size was not significantly different than the Both effect size 
given the large difference in the point estimates of these two groups. However, because the precision of 
the Both effect size is low due to the small sample size for this group, our pair-wise significance test did 
not find it significantly different than the HIST effect size. 
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	 After accounting for status, almost no variation remained among the effect sizes. In fact, by 
including the status variable in the model the variance in the population effect sizes decreased substan-
tially, from a value of .039 in the unconditional model to less than .0001 in the status model. The small 
variance remaining after including status suggested that a simpler model including status as a predictor, 
but constraining the population effect size variance to zero could be used with the data. In fact, when this 
model was fit to the data the deviance statistic was still -47.9, implying that once accounting for status, 
no significant variance among the 30 population effect sizes remained. The coefficients and their standard 
errors for this model did not change from the previous model and are therefore not reported. 
Discussion
	 Assessment data from the previous five cohorts of students at our university were used to explore 
the typical gains made during the first year and a half of college in students’ American History knowledge 
and skills and variables thought to be related to such gains. In summarizing our results, the research ques-
tions are restated and the findings for each question.
1a. What is the average effect size?
	 The average effect size estimated from the unconditional model was .326 indicating that on aver-
age, the posttest average is about 1/3 of a standard deviation above the pretest average in the population. 
However, because effect sizes were found to significantly vary by requirement completion status, the effect 
size for each status group should be interpreted as opposed to the overall average. 
1b. Are there significant differences among the effect sizes?
	 We did find that the effect sizes significantly differed from one another. The variation of the popu	
Effect sizes did not significantly differ across cohorts implying that when it comes to the gains made in 
American Experience knowledge, the previous five cohorts of students at our university do not significant-
ly differ from one another. Given that this general education program, the instrument used to assess this 
program, and the incoming student demographics (e.g., proportion female, SAT averages) have remained 
unchanged across years, the finding that the cohorts do not differ in their gains is not too surprising. 
2b. Are there significant differences among the effect sizes associated with the various AMEX completion statuses 
of students?
	 Students with various requirement completion statuses did significantly differ from one an-
other in gains. In fact, status had such a strong relationship with the effect sizes that no variability 
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among the population effect sizes remained once accounting for status. Negligible gains were found for the 
AP (δ=.04) and transfer students (δ=.18), who did not significantly differ from one another in their effect 
sizes. It makes sense that we would see negligible gains for the AP group since it is likely that these students 
completed their AP test prior to the pretest and therefore were not exposed to any form of the “treatment” 
(e.g., university coursework in American Experience) during the time elapsing between pretest and posttest. 
Similar reasoning applies to the TR group since 96% of the TR group completed their transfer course prior 
to pretest. We would not expect to see much of a gain over time for the TR group since a large majority of 
these students were not exposed to any form of “treatment” between pretest and posttest. 
	 The effect size for the group of students yet to fulfill the requirement was somewhat higher (δ=.28), 
although not significantly different from that of transfer students. Because students in this group had not 
been exposed to any form of the “treatment,” negligible effect sizes were anticipated for this group. However, 
because assignment of students to various status groups is based on whether or not they had fulfilled the re-
quirement prior to the semester in which the posttest was administered, it is possible that a subset of students 
in this group were actually enrolled in GHIST 225 or GPOSC 225 during the semester in which the post-
test was administered. Post hoc analyses revealed that 45% of students in the None group were enrolled in 
GHIST 225 or GPOSC 225 during the semester in which the posttest was administered. The sample effect 
size estimated for these students was quite larger (d=.46) than those students in the None group who were 
not enrolled (d=.15). The presence of students in the None group enrolled in the course at the time of post-
test explains why the effect size of this group is somewhat higher than the effect size of transfer students. To 
capture a true control group, it is suggested that future assessment reports exclude students from the None 
group who are enrolled in American Experiences courses at the time of posttest.

Table 5 
Status Model Parameter Estimates 
            
Unconditional Model Value SE t p 
  Fixed Effects         

  0 0.281 0.03 10.41 <.00001 
   -0.244 0.05 -4.67 0.0001 

  2 -0.099 0.07 -1.37 0.1832 

  3 0.256 0.04 7.25 <.00001 

  4 0.133 0.05 2.88 0.0082 

  5 0.621 0.14 4.46 0.0002 
  Random Effects         

  uj 0.0001 0.001     
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	 Students who completed either GHIST 225, GPOSC 225 or both courses prior to the post-
test administration date had significantly larger effect sizes (δ=.42, δ=.54, and δ=.90 respectively) than 
students who had either not completed the requirement or who had used AP or transfer credit to fulfill 
the requirement. We are pleased with this result since the students making the largest gains are the same 
students who were exposed to the most ideal form of “treatment,” which are the courses that focus on the 
American Experience learning objectives. Students taking either course do not significantly differ from one 
another over time or in their resulting posttest scores on the AMEX. 
	 While the effect size for the group of students completing both courses was quite a bit larger than 
for students completing only one of the courses, it did not significantly differ from the effect size associ-
ated with students completing only GHIST 225. As aforementioned, the lack of a significance between 
these two groups is probably attributable to the uncertainty regarding the population value of the Both 
group’s effect size. After seeing the large effect size for the Both group, one may be quick to conclude that 
both courses should be taken to fulfill the requirement as opposed to only one. However, before adopting 
this conclusion consider: (a) the uncertainty regarding the exact value of this gain and (b) the relatively 
high pretest average score for this group (see Figure 2). Because students in the Both group may have a 
higher interest in the content area, they may come into college knowing more about the American Ex-
perience and as a result, may also be more sensitive to the “treatment,” thus make larger gains over time. 
Evidence that these students do have a heightened interest in the content area is the fact that 80% of the 
students are majors in either political science, history, interdisciplinary liberal studies or a related discipline. 
Because of the unique characteristics of the students in this group, we are hesitant to conclude that the 
same gains would be made by other students if they were to complete both courses.
	 Keeping in mind that the large gain made by the students taking both courses does not differ sig-
nificantly from the HIST group and that the students in the Both group may not be reflective of the typi-
cal student, further investigation is still warranted as to why this relatively larger gain exists. For instance, 
further research is needed to pinpoint the cause of the relatively larger gains. Is the larger improvement for 
this group attributable to the different kinds of knowledge acquired in the two courses or to the reinforce-
ment of the same knowledge in both courses? Further studies should also examine whether the same gains 
could be expected from typical students taking both courses. Results from such research together with the 
findings in the current study may prompt the general education program to consider increasing the require-
ment for the American History program. This exemplifies what is meant by “closing the loop” in assessment, 
which is the use of assessment results to make informed decisions when reforming educational programs.
	 Suggesting that further research examine whether the gain found in the Both group holds for 
the typical student illustrates one of the complications in assessment research. How can we obtain a large 
enough sample of typical students completing both courses when students cannot be assigned to com-
plete their general education requirement in a particular way? The current study was not immune to such 
a complication. Although we used terms such as “treatment” and “control,” it should be kept in mind 
that students were not randomly assigned to such groups; instead, students self-selected themselves into 
the various groups. Thus, the differences in gains found among groups are attributable both to the vari-
ous treatments and to the unique characteristics of students choosing to complete their general education 
requirement in a particular way.
	 There are several factors that need to be taken into consideration when interpreting the effect 
sizes found in our study. First, the fact that the posttests were administered a year and half after the pretest 
should be taken into consideration. This is particularly important for the students taking their American 
Experience courses at our university since some may have completed coursework their first semester and 
others the semester previous to the posttest. To explore the effect of semester in which the course was 
taken on gains, students in the HIST and POSC groups were distinguished by whether they had complet-
ed the course the semester prior to the posttest or in the previous academic year. Students who had com-
pleted GHIST 225 in the semester prior to posttest had larger effect sizes (d =.67) than students who had 
completed the course in the previous year (d =.49). Similar results were found for GPOSC 225, with larger 
gains (d =.49) for students who had recently completed the course and smaller gains (d =.40) for students 
who had completed the course in the previous year. Although not thoroughly investigated here, the time 
elapsing between course completion and posttest seems to have an impact on general education gains. If 
one’s sample consists largely of students who have not recently completed the course, effect sizes may ap-
pear low. It is therefore important to report results with consideration of the time that has elapsed between 
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course completion and posttest. This information is also useful in that it allows one to assess the retention 
of knowledge and skills over time. 
	 When interpreting the effect sizes it is also important to keep in mind the average pretest and 
posttest raw scores for the various status groups. While students completing either GHIST 225 or 
GPOSC 225 had pretest and posttest averages of about 40 and 44 respectively, the students completing 
both courses had corresponding averages of 44 and 51. It is disconcerting that the students taking only 
one course had posttest averages that were about equal to the Both group’s pretest average, although we 
make this statement with caution given the small sample size upon which the Both group’s averages were 
based. The pretest and posttest averages of the students taking only GHIST 225 or GPOSC 225 can also 
be compared to those of the AP group, who on average scored about a 56 on both the pretest and posttest. 
Students completing the minimal amount of coursework for the American Experience requirement are scor-
ing, on average, about 12 points at posttest below the pretest score of students using AP credit to fulfill the 
requirement. It is for the American Experience faculty to decide how comfortable they are with this discrep-
ancy, keeping in mind that students who score high on the AP exam tend to be stronger students in general.
 	 Considering whether a posttest score of 56 is a reasonable expectation for students completing the 
American Experience requirement emphasizes one of the flaws in relying solely on the amount of gains 
made over time when assessing the effectiveness of a general education program. Students may be making 
gains over time, but are their resulting scores high enough? Ideally, the faculty of general education courses 
would use standard setting procedures to establish the minimum score on a general education assess-
ment measure that would be expected from a typical student who has satisfactorily completed the general 
education curriculum. If a proficiency standard is set on the test, then more meaning can be gleaned from 
the test scores. For instance, with a repeated measures assessment design using a proficiency standard, not 
only can change over time be examined, but also whether or not the resulting test scores reach or exceed 
an acceptable level. 
	 With only about half of the items being answered correctly on the test by students who have 
already completed the minimal requirements for the program, the posttest scores in the current study 
may seem low. However, faculty may actually consider this level acceptable after a standard setting proce-
dure, in which the difficulty of the content area and test but also the capabilities of the typical student are 
taken into consideration when setting the proficiency standard. The posttest scores may also be somewhat 
deflated due to the fact that there are no personal stakes associated with students performance on the test. 
However, despite the fact that there are no consequences associated with students’ performance on the test, 
evidence exists to support the notion that students at this university put forth adequate effort and view the 
results of Assessment Day as important (Sundre & Wise, 2003; Wise & Kong, 2005).
	 Rules of thumb used to judge the magnitude of Cohen’s d specify .2, .5, .8 as small, medium and 
large effects accordingly. Using this framework, the effect size found in our study is slightly larger than a 
small effect. However, even though this effect may be considered small, it is unusual in the social sciences 
to find medium or large effects. Rather than comparing this effect size to rules of thumb, in future research 
we hope to provide a more meaningful comparison by contrasting our effect sizes with other effect sizes 
calculated in the same way and used in educational repeated measures studies. 
	 This study illustrates how the effect sizes from pretest and posttest scores can be used in general 
education program assessment. While the results are incredibly informative for faculty and administrators 
at our university, they are also informative for persons at other universities using a similar data collection 
scheme. Most introductory statistics textbooks suggest that instead of judging the magnitude of an effect 
size against rules of thumb, the effect size should be interpreted in the context of the research question be-
ing posed. What are typically considered “small” effect sizes by rules of thumb may actually be large when 
considering the research question. This study is a first step towards understanding the magnitude of effect 
sizes to anticipate from general education programs and we hope that others will refer to this study when 
judging the magnitude of general education gains at their own universities.
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Program Assessment in Academic Libraries: 
An Introduction for Assessment Practitioners

Eric Ackermann
Radford University

Abstract
Although academic libraries have a long tradition of program assessment, in the past the results have been 
more meaningful internally than externally. Recent changes in the conceptualization of libraries’ role in 
higher education and advances in measurement tools will likely provide answers to different questions, 
particularly the relationship of library services and resources to student learning and success. 
 

Introduction
	 The academic library sits at the intersection of university instruction, services, and resources. It is 
not an academic department, yet it provides instruction on information literacy. It is not part of student 
support services, yet it provides student services such as research help, coffee shops, and study spaces. It is 
not academic computing, the bookstore, or facilities management, yet it provides similar resources (e.g., 
computers, books and journals, and a comfortable place for study and reflection). Traditionally, librarians 
assumed that all these components contributed to student learning and student success. Consequently, for 
years academic libraries have documented and used assessment data focused on the quantity and utiliza-
tion of resources. 
	 However, in the context of contemporary institutional assessment, this type of data is not suf-
ficient. External stakeholders now question the link between resources and learning outcomes, no longer 
taking the previously assumed relationship for granted. While information about resources and resource 
utilization is undeniably important, it fails to address exceptionally important questions. For example, how 
specifically are academic libraries contributing to student learning outcomes? How are these contributions 
measured in ways that are meaningful to stakeholders outside of the library world? To explore these issues, 
this paper provides an introduction to academic library programs and what they assess. 
	 For the sake of clarity, I will define a few terms that occur repeatedly in the text. Academic librar-
ies are “libraries in higher education, from technical institutes to research universities” (ACRL, 2004). 
Research libraries are a sub-group of academic libraries that are associated with comprehensive, doctoral 
granting, research universities (ARL, 2006a). Traditional library metrics focus on inputs or “the raw ma-
terials of a library program-the money, space, collection, equipment, and staff,” and outputs or measures 
that “quantify the work done, i.e., number of books circulated, number or reference questions answered.” 
Current library assessment focuses more on outcomes or “the ways in which library users are changed as 
a result of their contact with the library’s resources and programs” (ACRL, 2004). Some of the current 
library assessment tools are only data collection tools. Other tools are data collection and analysis tools 
that provide both data collection capabilities and a descriptive statistical analysis of the results, which often 
includes raw data and some level of comparative data.
	 The balance of this paper is organized into three sections: (a) the tradition of assessment in librar-
ies; (b) the current state of affairs and challenges of assessing the following library components: instruc-
tion, services, and resources; and (c) implications for the future of library assessment.

Traditional Library Assessment
	 Academic libraries in the United States have a long tradition of assessment. It began in 1906 
when James Gerould at Princeton started collecting library statistics for selected college and university 
libraries. Later these libraries formed the Association of Research Libraries (ARL) in 1932. In 1961 ARL 
took over the gathering and annual distribution of statistics on behalf of its 123 member libraries in the 
United States and Canada (ARL, 2006a; ARL, 2006b). 
	 The distinctions between research libraries and non-research libraries sharpened during the early 
twentieth-century. By 1979 the Association of College and Research Libraries (ACRL) (established in 1890) 
began systematically collecting and publishing statistics for the academic libraries not covered by the ARL in 
University Library Statistics. In 1998 this effort evolved into Academic Library Trends and Statistics, which 
provides annual data from 1215 academic libraries in the US and Canada (ACRL, 2003).
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	 Both the ARL and ACRL statistics focus on gathering similar types of input and output data for 
comparative purposes over time (see Table 1). It has been assumed that if the academic libraries provided 
these inputs and outputs, the desired outcomes such as student learning and research success will auto-
matically follow (Kyrillidou, 2002). 

	 In the last two decades, the implicit relationship among inputs, outputs, and student learning 
has been under fire by external stakeholders such as regional accreditors and other governmental bodies. 
Reflective of this heightened scrutiny, library assessment is trending toward student learning outcomes 
and how inputs and outputs relate to them. The intent is to capture the academic library’s contribution to 
institutional effectiveness and student learning outcomes (ACRL, 2004). The next section focuses on the 
current state of assessment in three important components of libraries: instruction, services, and resources.

Current Library Assessment
Instruction 
 	 The goal of a library instruction program is the teaching of information literacy (IL). IL is related 
to but distinct from information technology (IT). IT skills represent facility with technology itself. IL, on 
the other hand, is an “intellectual framework for understanding, finding, evaluating, and using informa-
tion.” Students may use IT in the process of demonstrating IL, but proficiency is mainly dependent on the 
use of “critical discernment and reasoning” (ACRL, 2000). Types of IL instruction include hands-on active 
learning workshops on using online databases, avoiding plagiarism, and evaluating websites. IL instruction 
may also include course related, group instruction in e-classrooms and web tutorials.
	 Almost from its inception attempts have been made to assess the efficacy of library IL programs 
(Bober, Poulin, & Vileno, 1995; Rader, 2002). Until recently, however, virtually all the instruments geared 
toward assessing IL programs were locally developed. Unfortunately, these early instruments yielded 
results of dubious reliability and validity. Efforts to address these shortcomings led to the development of 
several new assessment tools, such as Project Standardized Assessment of Information Literacy (SAILS), 
iSkills, James Madison University’s ( JMU) Information Literacy Test, and the South Dakota Regental 
Information Literacy Exam (SDILES) (see Table 2). Though different, they are all data gathering and 
analysis tools, normed at the state or national level, and are based on one or more parts of ACRL Informa-
tion Literacy Competency Standards for Higher Education (ACRL, 2000).

Table 1 
Traditional Library Data Collection Tools 

Name Measurement 
Focus 

Data Categories and 
Format 

Results 
Reporting 

Availability (contact 
information) 

ACRL 
Academic 
Library 
Trends 
and 
Statistics 

Input and 
output 
variables of 
1215 
academic 
libraries from 
all Carnegie 
classifications; 
in US and 
Canada; 
coverage from 
1998 to 
present 

6 core data categories 
(Collections; 
Expenditures; 
Electronic 
Expenditures; 
Personnel and Public 
Services; PhDs 
granted, Faculty & 
Enrollment; 
Networked Electronic 
Resources & Library 
Digitization Projects); 
web delivered or print 

Category by 
Carnegie 
classification 

Annually, by subscription 
(acrl.telusys.net/trendstat/ 
2005) 

ARL 
Statistics 

Input and 
output 
variables of 
123 member 
academic 
libraries in US 
and Canada; 
coverage from 
1906 to 
present 

7 data categories 
(Library 
characteristics; 
Collections; 
Personnel and Public 
Services; 
Expenditures; 
Electronic Resource 
Expenditures; Service 
Items; University 
Data); web delivered 
or print 

Reported by 
member 
institution; 
ranked results 
by category 

Annually, by subscription 
or purchase 
(www.arl.org/stats/arlstat/ 
index.html) 

••
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	 Measuring the effectiveness of IL instruction can be challenging. While some IL instruction is 
course integrated or is implemented in a one-hour credit general education course, most are conducted 
in single session classes at the request of a faculty instructor (Wong, Chan, & Chu, 2006). There are no 
stable groups of students to access, and the scope and content of each session can vary widely, depend-
ing on the needs of the faculty requesting the session. Because of the variability in how IL instruction is 
implemented – particularly via short sessions - most libraries have had difficulty demonstrating its affect 
on student learning and success. 
Services
	 Academic libraries provide a range of services, including convenient access hours, public access 
computers, wireless Internet access, coffee shops, individual and group study spaces, interlibrary loan and 
document delivery, and the circulation of books, dvds, and other materials. In addition reference services 
provide research and technical support that involves personalized instruction for identifying and locating 
research materials and answering a myriad of specific questions (ACRL, 2004). 
	 Service quality assessment is based on the assumption that customer perceptions are a valid 
source of information about the type and quality of services provided (Kyrillidou & Heath, 2001). 
One of the earliest and most widely used instruments is LibQUAL+ (see Table 3). It evolved from the 
SERVQUAL+ customer service instrument used in the private sector (Parasuraman, 2002). Libraries 
use information obtained by this instrument to modify services in response to changing customer needs 
(Heath, Kyrillidou, & Askew, 2004). Nowhere do customer needs change more rapidly than in the online, 
digital environment. To address this virtual area, an online service quality assessment tool, DigiQUAL, is 
being developed by the makers of LibQUAL+ (ARL, 2005; see Table 3).
	 Traditional reference statistics track the number of reference transactions by date/time and mode 
of delivery such as walk-up or phone, and are often accompanied by daily logs of unusual, ongoing, or 
complex transactions. These statistics are used mainly to inform staff management decisions and for 
reporting to ACRL and ARL. This pencil and paper system is clumsy, time-consuming, inconsistent, un-

Table 2 
Data Collection and Analysis Tools for Assessing Library Instruction and Informational Literacy 
Programs 

Name Measurement 
Focus Format Data Analysis Results 

Reporting 
Availability (contact 

information) 
Project SAILS 
(Standardized 
Assessment of 
Information 
Literacy) 

IL skill sets 
based on 
ACRL 
standards 1, 2, 
3, & 5 for 
student 
cohorts 
(groups) 

45 multiple 
choice 
questions 
randomly 
chosen from 
test bank of 
250; Web 
delivered, 
paper optional 

Item response 
theory (reported 
reliability = 
.80); average 
student cohort 
performance 

By ACRL 
standard & 
skill set; by 
demographics, 
class standing 

Open: Fall 2006 & 
Spring 2007 
(www.projectsails.org) 

      
Information and 
Communication 
Technology 
(ICT) Literacy 
Assessment 

Critical-
thinking via 7 
ICT skills 
based on 
ACRL 
standards 
1,2,3, & 4 

Real-time 
performance on 
14 four minute 
& 1 15 minute 
tasks; core & 
advance 
versions; web 
delivered 

Individual 
scores; 
performance 
feedback by 
task 

Overall scores 
compared to 
other test 
takers; 
performance 
feedback by 
task 

Open: anytime 
(www.ets.org/ictliteracy) 

      
James Madison 
University 
(JMU) 
Information 
Literacy Test 

Knowledge & 
application of 
IL skills based 
on ACRL 
standards 
1,2,3, and 5 

60 multiple 
choice items: 
41 knowledge 
& 19 
application 

Reported 
reliability = .88 

Provides data 
set of scores 
& scored 
responses 

Open: anytime? 
(www.jmu.edu/icba/ 
prodserv/ 
instruments_ilt.htm) 

      
South Dakota 
Regental 
Information 
Literacy Exam 
(SDILES) 

ACRL based 
IL skills at 
document 
(minimum) 
level & 
assessment 
(continuous) 
level 

25 multiple 
choice 
questions 
randomly 
chosen from 
test bank @ 
ratio of 3 
documentation 
to 2 assessment 
items; web 
delivered via 
WebCT 

Item response 
theory; 2 scores 
per individual: 
documentation 
(pass/fail, cut 
score 13/25) & 
assessment (per 
ACRL 
standard) 

Assessment 
scores for 
library; 
document 
scores for 
university 
admin and 
state 
legislature 

In development, 
recruiting participating 
institutions (Carol 
Leibiger, 
C.Leibiger@usd.edu); 
William Schweinle, 
(William.Schweinle@ 
usd.edu) 

••
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popular, and too narrowly focused to capture the new ways reference transactions are happening (McCle-
ments, Vack, & Calcese, 2005; Smith, 2006). Fortunately, several promising tools are either available or 
in development to address these shortcomings such as LibStats, the WCL Reference Statistics System, 
and Desk Tracker (see Table 4). All of these tools capture the new modes of reference transactions such as 
email and instant messaging, and previously unrecorded transactions occurring at diverse, non-traditional 
locations (e.g., in one’s office or at the circulation desk). The developers of LibStats and the WCL Refer-
ence Statistics System are also considering further uses of data to enhance marketing, resource develop-
ment, and instruction (McClements, Vack, & Calcese, 2005; Smith, 2006). 
	 Currently service assessment is based primarily on customer (student, faculty, and staff ) satisfac-
tion survey instruments. Such measures, however, can be of limited utility to academic libraries for fund-
ing. In the highly competitive world of research universities, all units are fighting for students, faculty and 
money (Lombardi, 2006). Even if data suggest that students, parents, and alumni love the library, they will 
probably like other areas better. For example, Lombardi (2006) pointed out that if projects were approved 
based solely on client satisfaction, then a new or renovated library would stand little chance of funding 
compared to a new sports/entertainment complex. For funding decisions libraries should pitch their needs 
in terms of how they will affect student outcomes and success, and how these needs are central to their 
respective universities’ missions.
Resources
	 Within budget constraints, library resource programs provide access to a wide range of authorita-
tive and up-to-date resources in diverse formats that support the curriculum and the needs of its users 
(ACRL, 2004). Libraries provide access to these resources either directly through physical ownership of 
books or indirectly via subscription to online e-resources (e.g., databases such as InfoTrac).
	 Traditional resource metrics include usage statistics, such as tracking how often books are checked 
out and in-house reshelving counts for journals and reference books. As an increasing number of resources 
are accessible only online, traditional print based statistics are increasingly unrepresentative of available 
library resources. 

Table 3 
Data Collection and Analysis Tools for Assessing Library Service Programs: Library Service 
Quality 

Name Measurement 
Focus Format Data Analysis Results 

Reporting 
Availability (contact 

information) 
LibQUAL+ User’s 

perception of 
library 
service 
quality 
across 3 
dimensions 
(Affect of 
Service, 
Information 
Control, 
Library as 
Place) 

Survey; 22 
items & 1 
comment box; 
each rated on 
9-pt Likert 
scale for min. 
& max. 
expectations, 
& current 
satisfaction; 
web delivered 

Gap analysis; 
average scores 
by group 
(faculty, staff, 
students); 
reported 
reliability > 
.80; comment 
data 
unanalyzed 

Average 
scores by 
item and 
dimension 
for each 
group; 
comment 
data by 
individual 
respondent 
as text file 

Open: Fall & Spring 
each year 
(www.libqual.org) 

      
DigiQUAL User’s 

perceptions 
of digital 
library 
website 
quality 
(reliability, 
functionality, 
content) 

Survey; 5 
items chosen 
from bank of 
180 items, 1 
fixed item, & 
1 comment 
box; each 
item rated on 
7-pt Likert 
scale for 
personal 
importance & 
site 
performance; 
web delivered 

Adaptation of 
LibQUAL+ 
protocol 

Report of 
results by 
item 

In development, 
recruiting 
participating 
institutions 
(www.digiqual.org/ 
digiqual/index.cfm) 

      
••
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	 Vendor supplied and web log use statistics for e-resources help supplement the traditional met-
rics. However, the utility of vendor statistics is hampered by inconsistent measurement frames, differing 
metrics, and different definitions for the same metrics (COUNTER, 2007). Web logs suffer from a lack of 
granularity, standardized metrics and reporting protocols that allow comparison among institutions. More 
importantly, neither method captures the “why,” or the purpose of the use. Without this information, it is 
virtually impossible to determine if the resources are being used to advance student learning or any other 
desirable outcome. One solution in development by ARL is the MINES for Libraries protocol. It is an 
online “transaction-based survey that collects data on the purpose of use of electronic resources and the 
demographics of users” (ARL, 2005; see Table 5).

	 The challenge facing resource assessment is two-fold. It still must demonstrate return on invest-
ment and accountability despite budgets that fail to keep pace with rising costs. Resource assessment must 
also incorporate methods for determining and demonstrating the impact or links between resource use 
and desired outcomes, such as student learning and success.

Implications for the Future of Library Assessment
	 Academic libraries have a tradition and culture of assessment stretching back almost one hundred 
years. This history is both an advantage and a disadvantage. On the positive side, the culture already exists; 
librarians are accustomed to tracking certain types of information. The primary disadvantage is that most 

Table 4 
Data Collection Tools for Assessing Library Service Programs: Reference Services 

Name Measurement 
Focus Format Data 

Analysis 
Results 

Reporting 
Availability (contact 

information) 
LibStats Reference 

services: user 
counts & 
reference 
transactions 
over time; not 
per ARL 
standards 

3 types of data 
categories: 
transaction type, 
date/time of 
transaction, total 
transactions; stored 
in web accessed 
database 

None provided Report 
generator as 
Excel 
spreadsheets; 
report type: 
questions by 
date, patron 
type, format, 
time of day, 
weekday; or 
all data 

Available as freeware 
(www.wendt.wisc.edu/ 
projects/systems/ 
libstats/) or contact 
Nathan Vack, 
(njvack@wisc.edu) 

      
WCL RefStats Reference 

services: 
hourly user 
accounts, & 
reference 
transactions 
over time; per 
ARL 
standards 

4 types of 
reference 
transactions 
(directional, 
technical, ready 
ref, 
other/consultation); 
accessed via web; 
data stored as 
Access database 
record 

None provided Reports 
available by 
service 
provider/ 
librarian, 
transaction 
type (or 
department); 
daily activity 
log; custom/ 
unique reports 

In development. Source 
code available. (Michael 
Smith, michaelsmith 
@tamu.edu) 

      
••

Table 5 
Data Collection and Analysis Tools for Evaluating Library Resource Programs 

Name Measurement 
Focus Format Data Analysis Results 

Reporting 
Availability (contact 

information) 
MINES for 
Libraries 
(Measuring 
the Impact of 
Networked 
Electronic 
Services) 

Electronic 
resource 
usage 
(purpose) 

Transaction 
based usage 
survey; web 
delivered each 
time an e-
resource 
accessed; 5 
items & 1 
comment box 

Not known Summary 
tables of 
frequency 
(use) counts 
by user 
group, 
discipline, 
location, use 
purpose, 
reason for e-
resource 
selection 

In development 
(www.arl.org/stats/ 
newmeas/mines.html) 

      
••
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library assessment is developed in relative isolation from the larger higher education community. It has been driven 
mainly by internal library needs, and has resulted in metrics and reporting protocols that are meaningful primar-
ily to other librarians. Instead, these measures need to be meaningful not only to librarians but also to the other 
stakeholders, both on campus (e.g., institutional research, university administrators), and off-campus (Leibiger & 
Schweinle, 2006; Lombardi, 2006). Fortunately, developing such measures is not an insurmountable problem as 
demonstrated by the success of the SDILES at simultaneously producing IL assessment results meaningful to all 
three of the main stakeholders: the library, the university, and the state (Leibiger & Schweinle, 2006). Much work 
has yet to be done in the assessment of libraries, but hopefully these future endeavors will illuminate relationships 
between elements of the library and student learning and success. Such information could only help the efficacy of 
libraries around the country. 
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Abstract
In an effort to increase the quality and quantity of service-learning assessment, this article provides a brief 
rationale for engaging in service-learning assessment and reviews a selection of available tools for doing so. 
The paper includes a matrix that lists cognitive outcomes, including critical thinking and problem solving, 
and the instruments that measure them. The conclusion emphasizes the role of service-learning assessment 
in transforming current assessment debates.

Assessing Service-Learning
	 Over two decades of research demonstrate that high quality service-learning enhances student 
learning (Eyler & Giles, 1999, 2001). As calls for greater accountability and evidence-based practice in 
higher education increase (e.g., U.S. Department of Education, 2006), service-learning researchers and 
practitioners are poised to provide leadership for a “new model of excellence” in higher education (Zlot-
kowski, 1998). In order for service-learning to gain recognition in this role, however, it must be fully inte-
grated into departmental and general education assessment processes at colleges and universities. In this 
article we explain why quality assessment of service-learning is important to higher education. We then 
describe several tools that measure cognitive outcomes associated with service-learning. 
	 Virtually all definitions of service-learning refer to an organized educational experience that both 
meets needs of the community and fulfills learning objectives. However, for the purposes of this paper, 
service-learning also incorporates credit-bearing courses that include reflection activities that connect the 
student’s experience with course content and the wider discipline (Bringle & Hatcher, 1995). Consistent 
with this focus on academic service-learning, assessments discussed here will include only those designed 
to measure student learning outcomes specific to gains in cognitive skills. Therefore, other data-gathering 
activities often associated with service-learning, such as logging the number of hours students complete, 
are not included.
	 Given the ever-growing role of assessment in shaping curricula, assessments must demonstrate 
that local service-learning efforts enhance locally specified student learning outcomes. Regardless of favor-
able published research, without this evidence, service-learning will never gain the influence it needs to 
transform the curriculum. Systematic assessments of service-learning provide opportunities to demonstrate 
the powerful impact that this pedagogy can have on student learning in a way that speaks directly to those 
individual faculty members and administrators who design the curriculum at the local level.
	 Better assessment also provides a way of interjecting service-learning into the national dialogue 
about the quality of undergraduate education in the U.S. (e.g., Association of American Colleges and Uni-
versities [AAC&U], 2002; Bok, 2006; Hersh & Merrow, 2005). Critics argue that higher education fails to 
focus on the skills that are most important for succeeding outside academia including critical thinking and 
real world problem solving. In addition, little effort is being made to ensure that students can transfer what 
they learn in one course to other courses or to the outside world. Indeed, grades and other assessments 
are often based on how students perform on short answer or multiple-choice questions that require little 
higher-order thinking or novel application (Bok, 2006).
	 Although service-learning may be able to assuage some of these indictments levied against higher 
education, it is often left out of the debate. For example, Bok (2006) discusses volunteer community 
service in his chapter on citizenship and civic engagement, but does not discuss academic service-learning 
in a chapter that includes critical thinking and problem solving. As a pedagogy, service-learning inher-
ently teaches the kind of thinking skills and knowledge application necessary for success outside academia. 
Student products of service-learning, including comprehensive projects and analytic journals, require demon-
stration of critical thinking and problem solving skills in multiple contexts. In addition, service-learning
often provides the right balance of challenge and support to foster intellectual growth and development (Ey-
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ler & Giles, 1999). Assessing knowledge application, critical thinking/problem solving, and intellectual de-
velopment outcomes of service-learning provides a platform for shifting the national conversation away from 
a focus on weaknesses in the U.S. education system toward a dialogue about how to build upon its strengths.
	 Given that the main goal of assessment is to improve learning, increasing formative assessment 
of service-learning will also provide feedback necessary to improve the quality of service-learning practice 
and thereby enhance student learning. Many faculty who include service-learning in their curricula already 
collect data that could be used for assessment (e.g., journals, projects, surveys, observations) but they 
do not systematically document their findings or collaborate with colleagues to assess outcomes across 
courses or curricula. More systematic examination of the data and increased discussion with colleagues 
about the results will inform improvements that can be shared with other service-learning practitioners 
and researchers.
	 Finally, increasing the involvement of service-learning practitioners in assessment will have the 
additional benefit of getting faculty members from a variety of institutions more professionally engaged 
in the scholarly service-learning assessment and research literature. As classroom, program, and college-
wide assessments of service-learning are further developed, faculty can present their work at conferences 
related to assessment, service-learning, scholarship of teaching and learning, or disciplinary based teach-
ing, thereby stimulating more service-learning researchers and research tools from the grass-roots level.

Tools to Assess Service-Learning
	 Assessment begins with the goals and objectives of the specific program being assessed (Maki, 
2004; Walvoord, 2004). From these broader statements come more specific outcomes; finally, measures 
that can best address these outcomes are identified. Although indirect measures, such as attitudinal 
surveys, can supplement and provide context to assessment, direct measures of student learning must be 
included in any substantive assessment report. Measures must be meaningful to those who make decisions 
about the program so the results are actually used for improvement. 
	 For many service-learning outcomes, faculty create their own assessments including locally 
developed rubrics. For other outcomes, however, tools developed for wider use as well as those developed 
specifically for service-learning research can be adapted for purposes of assessment. The remainder of this 
paper includes a review of tools that can be used to measure cognitive outcomes of service-learning. While 
service-learning clearly affects many other important outcomes such as civic engagement and ethical 
development, the focus of this review is on tools that assess cognitive outcomes as these are the main focus 
of student learning assessment. In addition, tools related to assessing program quality or the institutional-
ization of assessment, while important, also are not the focus of this article. This selection is not meant to 
be exhaustive but rather to provide the reader with a place to start. The tools discussed below are organized 
by format (research scales, written essays/protocols, interviews/qualitative approaches), and for assessment 
purposes each one can be aligned with one or more cognitive outcomes such as knowledge application, 
critical thinking and problem solving, and intellectual development (see Table 1). Inclusion of a tool in the 
table is not meant to be an endorsement of the tool. Readers will need to review relevant information on 
the reliability and validity of each instrument and to evaluate whether the resultant measures will address 
their outcomes.
Research Scales 
	 One example of an instrument developed and tested specifically to assess cognitive outcomes of 
service-learning is the Cognitive Learning scale developed by the first author (Steinke & Fitch, 2003; 
Steinke, Fitch, Johnson, & Waldstein, 2002). This eight-item scale includes both a pretest version that 
asks about typical course requirements and a post-test version that asks about requirements of that course. 
Identical items ask about the degree to which requirements beyond participation in class and assigned 
readings addressed specific outcomes such as ability to spontaneously generate examples and application 
of course material to real world problems. While it is an indirect measure of learning because it relies on 
students’ judgments of whether they have learned, the comparison between the pretest and post-test scores 
provides data beyond that from a typical indirect measure.
	 Bringle, Phillips, and Hudson (2004) have compiled information on research scales that were 
not originally created to assess service-learning but are relevant for common service-learning outcomes. 
The Problem-Solving Inventory assesses an individual’s perceived problem solving skills; as such, it is an 
indirect measure. Bringle et al. include three direct measures specific to critical thinking: (a) the Watson-
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Table 1 
Cognitive Outcomes of Selected Assessment Tools 
 
 

 
Cognitive outcomes 

Tools 
Knowledge 
application 

Critical thinking 
and problem 

solving 
Intellectual 

development 
 
Direct Measures 

   

Articulated Learning (AL) X X  
California Critical Thinking Skills Test  
(CCTST)  

 X  

Cornell Critical Thinking Test (CCTT)   X  
Cognitive Level and Quality Writing 
Assessment Instrument (CLAQWA)  

X X  

Critical Thinking Rubric Direct  X  
Problem-Solving Analysis Protocol (P-SAP)  X X X 
Problem-Solving Interview Protocol  X X X 
Steps for Better Thinking   X X 
Watson-Glaser (WGCTA)   X  
 
Mixed Measures 

   

Learning Environment Preferences (LEP)   X 
Measure of Intellectual Development (MID)   X 
Measure of Epistemological Reflection (MER)   X 
Perry Interview Mixed   X 
Scale of Intellectual Development (SID)   X 
Schommer Epistemological Questionnaire   X 
 
Indirect Measures 

   

Cognitive Learning Scale X   
Problem-Solving Inventory  X  
 

Glaser Critical Thinking Appraisal (WGCTA) provides a measure of critical thinking based on five 
subscales (i.e., Inference, Recognition of Assumptions, Deduction, Interpretation and Evaluation of Argu-
ments; http://harcourtassessment.com/HAIWEB/Cultures/en-us/Productdetail.htm?Pid=015-8191-013) 
; (b) the California Critical Thinking Skills Test (CCTST) provides a measure of five cognitive skill 
dimensions of critical thinking (i.e., Analysis, Evaluation, Inference, Deductive Reasoning, and Inductive 
Reasoning; http://www.insightassessment.com/test-cctst.html ); and (c) the Cornell Critical Thinking 
Test (CCTT) provides a measure of six aspects of critical thinking (i.e., Induction, Deduction, Observa-
tion, Credibility, Assumptions and Meaning; http://www.criticalthinking.com/series/055/index_c.html ). 
Finally, to measure intellectual development Bringle et al. include the Scale of Intellectual Development 
(SID) developed by Erwin (1983) to measure three of the four stages in Perry’s (1968/1999) scheme 
of intellectual development (i.e., Dualism, Relativism and Commitment) plus an Empathy factor. The 
authors provide the source and description for each scale in their book, as well as information on reliability 
and validity. 
	 Test (CCTT) (pp. 210-213) provides a measure of six aspects of critical thinking (i.e., Induc-
tion, Deduction, Observation, Credibility, Assumptions and Meaning); (http://www.criticalthinking.com/
series/055/index_c.html ). Finally, to measure intellectual development Bringle et al. include the Scale of 
Intellectual Development (SID) (pp. 205-207) developed by Erwin (1983) to measure three of the four 
stages in Perry’s (1968/1999) scheme of intellectual development (i.e., Dualism, Relativism and Commit-
ment) plus an Empathy factor. The authors provide the source and description for each scale in their book, 
as well as information on reliability and validity. 
	 The intellectual development measures such as the SID introduce a new dimension to the direct 
versus indirect way of conceptualizing measures. The SID has students rate statements that represent how 
they think so, in this sense, it assesses students’ beliefs and attitudes and could be classified as an indirect 
measure. However, the responses are not taken at face value. They are keyed to a larger theoretical frame-
work of intellectual development and students never self-report on where they are in this framework, so it 
could also be classified as a direct measure. Another way to think about this is that it is a direct measure of 
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how students perform on a self-report task. Several of the measures discussed here fall into this category, 
which we will refer to as mixed measures.
	 Another checklist-type measure of Perry’s intellectual development scheme that can be classified 
as a mixed measure is the Learning Environment Preferences (LEP) developed by Moore (1989) (http://
www.perrynetwork.org/recognitionformat.html). This scale yields scores for Dualism, Early Multiplicity, 
Late Multiplicity, and Contextual Relativism, as well as a total Cognitive Complexity Index. 
A mixed measure scale related to intellectual development is Schommer’s (1990, 1998; Schommer, Crouse, 
& Rhodes, 1992) Epistemological Questionnaire. This multidimensional instrument assesses college 
students’ beliefs about knowledge and learning on four dimensions: stability of knowledge, structure of 
knowledge, speed of learning, and ability to learn.
Written Essays and Protocols 
	 The Problem-Solving Analysis Protocol (P-SAP) is a direct measure that uses open-ended prob-
lems to assess critical analysis and was developed specifically for service-learning (Steinke & Fitch, 2003). 
The rubric for writing was adapted from the original coding scheme for scoring interviews developed by 
Eyler and Giles (1999) based on the work of King and Kitchener (1994). The assessment begins with a 
prompt; an issue specific to a course is presented to students with a set of follow-up questions. The pro-
tocols are scored using two sets of rubrics, one for causal and solution complexity and one for causal and 
solution locus. The rubrics measure the use of critical thinking for problem analysis (http://www.ncsu.edu/
assessment/resources/p-sap.htm).
	 Two essay-type mixed measure instruments are available to measure Perry’s intellectual de-
velopment scheme: the Measure of Intellectual Development (MID) (http://www.perrynetwork.org/
essayformat.html) and the Measure of Epistemological Reflection (MER) (http://unixgen.muohio.
edu/~magoldpm/faculty_faculty_intro_mbm_docs.html). Both present a series of questions and probes 
about students’ conceptions of knowledge and learning and must be scored by trained raters. The MID 
offers pre- and posttest versions as well as an alternate essay about career planning.
	 The Cognitive Level and Quality Writing Assessment Instrument (CLAQWA) is a direct mea-
sure that was developed at the University of South Florida to help instructors assess the writing skills and 
cognitive skills of students (Flateby & Metzger, 1999; 2001). It includes two rubrics for scoring including 
a cognitive level skills scale based on Bloom’s Taxonomy (Bloom, 1956). The rubrics can be applied to an 
essay assignment that is part of normal coursework so it can be easily applied to service-learning assign-
ments (http://usfweb2.usf.edu/eval/claqwa/).
	 Steps for Better Thinking provides a model for teaching and assessing higher-order thinking 
skills including critical thinking and open-ended problem solving (http://www.wolcottlynch.com). It 
includes a simplified rubric designed primarily for feedback to students in classroom settings and a more 
complex and reliable rubric designed as a direct measure for research and formal assessments. This work 
began over ten years ago (Lynch, 1996; Lynch & Wolcott, 2001) and is grounded in King and Kitchener’s 
(1994) reflective judgment model and Fischer’s dynamic skill theory (Fischer, 1980). Dynamic skill theory 
describes the psychological underpinnings of the developmental sequence.
	 The Critical Thinking Rubric was developed at Washington State University to foster students’ 
higher-order thinking skills and reform faculty practice. The rubric was designed to be integrated into 
courses and to provide a direct measure of critical thinking when scoring student essays so it can be easily 
applied to service-learning assignments. It continues to be developed and expanded (http://wsuctproject.
wsu.edu/ctr.htm).
Interviews and Other Qualitative Tools
	 In addition to purely quantitative assessments or using well-developed rubrics to define or quan-
tify various written works, other service-learning researchers have developed qualitative approaches to 
exploring and assessing cognitive outcomes. Eyler and Giles (1999, 2002) developed the Problem-Solving 
Interview Protocol for their research on outcomes of service-learning. This protocol questions students 
about the causes, solutions and strategies for action in response to a specific social problem both before 
and after students have encountered it in their service-learning experiences. It is based on the work of 
King and Kitchener (1994). As with the P-SAP discussed above, responses are scored for a direct measure 
of both locus and complexity.
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	 Ash and Clayton (2004) have developed a reflection model to engage service-learning students in a 
deeper level of analysis based in part on Bloom’s Taxonomy (Bloom, 1956). The product of the reflection pro-
cess is an “articulated learning” (AL) in which students not only explain what they learned, but also how they 
learned it, why it was important and the ways in which it will be used for improvement. The AL is structured 
around specific learning objectives and results in written works useful for assessment. Ash and Clayton have 
adapted Paul’s (1993) standards for a holistic scoring of the AL for purposes of direct assessment.
	 Perry’s scheme of intellectual development can also be measured using a semi-structured interview 
(http://www.perrynetwork.org/interviews.html). Besides the standard set of questions, alternate protocols 
are available, such as clarifying convictions about competing opinions, as well as looking backward over the 
college experience and looking forward to future goals. This open-ended, mixed measure format provides 
rich data because it is flexible and allows for follow up on students’ responses as well as adding questions to 
assess other outcomes related to intellectual development such as disciplinary perspectives.

Final Thoughts on Assessing Service-Learning
	 In this paper we have presented arguments for assessing service-learning and have provided some 
tools for faculty as they work on integrating service-learning into the assessment efforts on their campus. 
The focus of this paper has been on how to increase service-learning assessment with anticipated benefits 
ranging from improving service-learning outcomes to impacting the national dialogue on the quality of 
undergraduate education.
	 We conclude this paper by considering a more subtle benefit of assessing service-learning. Because 
of the goal-based, real world nature of this pedagogy, enhancing the quality of service-learning assessment 
can also provide a fresh perspective on the increasingly complex and often contentious assessment debates 
at colleges and universities across the country. The nature of service-learning often demands authentic 
assessments as faculty struggle to capture the real world transfer skills they believe are developing in their 
students. An increase in service-learning assessment may lead to a greater emphasis overall on assessments 
that better measure those skills and abilities needed for success outside academia. This possibility specifi-
cally addresses current critiques about the quality of higher education and its lack of relevance to real 
world demands (Association of American Colleges and Universities [AAC&U], 2002; Bok, 2006; Hersh 
& Merrow, 2005). Neither the push for standardized measures to produce results that are comparable 
across institutions nor the move for local outcomes-based, faculty-driven assessments has addressed the 
issue of assessing real world skills, including knowledge transfer, adequately. Perhaps an increase in service-
learning assessment will bring this important issue to the foreground of the debate.
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