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Bringing in the Disciplines

Earlier this year, in a subtle yet bold move, Research & Practice in Assessment was restructured in order to bring diverse academic disciplines into the field of assessment. This intentional philosophical shift was meant to advance the assessment discourse in two respects. First, it is an attempt to reduce the uncoupled nature of assessment scholarship by linking seemingly independent perspectives. This shift emphasizes the shared areas of knowledge between fields by bringing relevant work into the profession that may have only appeared within a given discipline. Second, while the assessment literature has become exceptionally strong with regard to measurement, this shift attempts to further strengthen other aspects of the literature such as its theory and philosophy. The latter are essential features of educational scholarship in the social sciences. Consequently, as psychology has played a significant role in strengthening the measurement aspects of higher education assessment, disciplines such as sociology, history, political science, economics, anthropology, and others offer paradigms that will strengthen and broaden higher education assessment theory and philosophy.

In this vein, the Winter Issue of RPA opens by “bringing in” a special feature penned by two economists and a social demographer that engages the measurement of productivity in higher education. Written by William Massy, Teresa Sullivan, and Christopher Mackie, the piece highlights the collaborative efforts of the panel commissioned by the National Research Council. Two peer review articles are presented that advance conceptual issues of measurement for authentic assessments. John Hathcoat and Jeremy Penn provide a framework for conceptualizing measurement error when using authentic assessments and investigate the extent to which student writing performance may generalize across multiple tasks. Then, using a common assignment and combined rubric, Rana Khan, Datta Kaur Khalsa, Kathryn Klose, and Yan Zhang Cooksey present a model to assess graduate student learning in four competencies.

In the reviews, Linda Sax comments on Assessment for Excellence, the recently revised edition by Alexander Astin and Anthony Lising Antonio. In light of the dominant discourse on innovation in higher education, Lisa Hatfield roots assessment professionals in our context with a review of Reinventing Higher Education. The conclusion of the issue is a deliberate contrast to its opening feature article. Here, in a piece entitled “Discovery”, the fine art photography of Adam Barnes is combined with an excerpt from Maria Montessori’s The Discovery of the Child.

As you engage the pieces herein, consider how your own disciplinary paradigm may be “brought in” to advance the higher education assessment discourse. There is value in variation and I hope you will consider penning a unique scholarly piece for submission to Research & Practice in Assessment.

Regards,

Joshua Brown
Liberty University
Abstract

William Massy is an emeritus professor and former Vice President for Business and Finance at Stanford University, Teresa Sullivan is President of the University of Virginia, and Christopher Mackie is a Study Director with the National Academies’ Committee on National Statistics. This article summarizes the authors’ recent National Research Council report, *Improving Measurement of Productivity in Higher Education*, which reviews the principles and pitfalls of measuring university productivity and proposes a practical method for doing so at the sector and institutional segment levels. The summary emphasizes the method’s data requirements and describes needed changes in IPEDS and other databases.

Data Needed for Improving Productivity Measurement in Higher Education

Recognizing that higher education is a critical element of the American economy, The National Research Council of the National Academies, with support from the Lumina Foundation, convened a panel on measuring higher education productivity (NRC, 2012a). The panel members are listed in the sidebar (see next page). All are recognized experts in higher education and/or productivity analysis. This paper provides a brief summary of the panel’s conclusions and, particularly, their implications for the Integrated Postsecondary Education Data System (IPEDS).

The panel’s charge was to develop a practical approach for developing aggregate measures to track productivity for broad groups of institutions and for the sector as a whole. We were not asked to address the improvement of productivity itself and, likewise, research and public service productivity were outside our purview. We have proposed a conceptual structure for higher education productivity measurement. We also have documented the many difficulties and caveats associated with the use of available measurement tools.

Four touchstones guided the panel’s thinking about the importance of productivity improvement and measurement:

- “Productivity should be a central part of the higher education conversation.
- Conversations about the sector’s performance will lack coherence without a well-vetted and agreed-upon set of metrics.
- Quality should always be a core part of the productivity conversations, even if it cannot be fully captured by the metrics.
- The inevitable presence of difficult-to-quantify elements in a measure should not become an excuse to ignore these elements” (NRC, 2012a, p. 2).
An additional requirement was that our proposed productivity measures be derived as much as possible from the discipline of economics. Productivity is defined as the ratio of outputs to the inputs required for producing them, where both inputs and outputs are adjusted for quality differences. The panel felt strongly that ad hoc measures not related to economic science, such as graduation rates and time-to- or cost-of-degree statistics, are incomplete and likely to be misleading when used in isolation.

**Key Issues and Their Resolution**

The economic definition of productivity is, fundamentally, the relation between the physical quantities of outputs and the physical quantities of inputs. It is more an engineering concept than a financial one. Financial concepts, which involve prices as well as quantities, do not enter the picture except as weights in the aggregation of disparate quantity variables (an example will be given later). The distinction matters because policies aimed at productivity improvement must address what essentially are engineering issues, which often are lost in people’s concerns about financial matters. For example, a higher cost per degree that is caused by escalating labor prices (wages and benefits) does not imply reduced productivity, whereas an increase in the amount of labor utilized would do so.

Measures that describe either inputs or outputs, but not both, give an incomplete picture of productivity. This means that familiar statistics such as numbers of enrollments or credit hours, degree production, and cost or “profit” per faculty member should not be used to assess productivity. A final consideration is whether to evaluate “single-factor productivity” (e.g., output per labor hour) or “multifactor productivity” (output related to total resource usage). Colleges and universities have historically been labor intensive, but this has changed in recent years because of information technology, increasingly complex facilities, and outsourcing of support services (for which the labor component, while potentially significant, does not show up on the university’s books). Therefore, the panel chose to measure multifactor productivity as defined by the model described later.

Educational quality is the “elephant in the room” in most discussions of higher education productivity. The economic theory is clear: both input and output quantities should be adjusted for variations in quality. For example, because of changes in technology, today’s cars and computers are not directly comparable to those produced a decade ago; thus, direct price comparisons (without quality adjustment) are not meaningful. Therefore, when measuring price and productivity changes in these sectors, economists use techniques that account for changes in input and output characteristics from one period to the next.

Productivity measurement outside higher education, in competitive markets, relies on one of two devices to police quality. First, other things equal, better quality usually commands higher prices (the more expensive car or computer is usually the better one). It turns out, however, that this approach does not work for higher education. The prevalence of government subsidies and regulation, coupled with a dearth of well defined and accurate market information about education quality (particularly as it pertains to learning), make it unwise to assume that either the tuition rates or financial aid awards of colleges and universities are determined by competitive market forces.

The other method is to measure quality through special studies—for example, to track differences in the speed and memory capacity of computers—and use the resulting measures to adjust the quantity variables. The panel looked carefully at the prospects for developing the kinds of comprehensive learning quality measures needed to make such adjustments. We would have liked nothing better than to propose such measures but, unfortunately, we were forced to conclude that this will not be possible anytime soon. Our report cites a great deal of good work in the area, which definitely should be continued; but, while current and prospective learning and engagement measures are useful in particular contexts, they cannot be brought together into comprehensive, robust, indices for quality adjustment.
All is not lost, however. In the United States, a variety of external quality assurance procedures are deployed, such as regional accreditation, subject-specific accreditation, and in some fields, stringent licensure requirements. To the extent these work as designed (and they should be made to work regardless of whether productivity is measured or not), they put a floor under the output quality of education. Institutions also employ a variety of internal quality assurance procedures based, for example, on faculty governance. When combined with the external procedures, these can be expected to deter any “race to the bottom” that might result from measuring the quantitative aspects of higher education production. While it is true that high-end quality differences will not be reflected in quantity-based productivity statistics, at least the downside dangers can be mitigated. We hope that, in due course, better and more comprehensive quality measures will shed light on how learning varies across segments and changes over time. In the meantime, subjective judgments can be used to interpret the quantitative productivity statistics in light of more fragmented evidence about output quality.

The panel focused on instruction rather than on research and public service—even though the latter are central to the mission of a large subset of institutions. Including the research mission would have carried us into territory already being considered by another National Academies panel (NRC, 2012b) and, in any case, it would have added huge complexities to the ones already confronting us. But, while the panel did not address research and public service productivity, we did carefully consider their impact on the measurement of educational productivity. Inputs must be parsed into their instruction and research/public service components. The parsing is mostly a straightforward application of cost accounting but, as mentioned later, we do propose a new approach for handling the vexing issue of departmental research.

Another issue is the importance of avoiding spurious comparisons among institutions with dramatically different characteristics and missions. Among other things, it is essential to take into account incoming student ability and preparation. For example, highly selective institutions typically have higher completion rates than open-access institutions. This may reflect more on the prior learning, preparation, and motivation of the entrants than on the productivity of the institutions they enter—which means institutional performance should be gauged in terms of value added, not the absolute quality of graduates. Therefore, for the purpose of generating performance statistics, institutions should be segmented into reasonably homogeneous categories—such as used in the Carnegie classification system and the Delta Cost Project (2009).

The list of measurement issues for the sector would not be complete without consideration of data availability. The panel adopted a two-pronged approach. Our “Base Model,” as described in the next section, relies almost entirely on current IPEDS and other government datasets. The “enhanced model” that follows requires additions to IPEDS. As explained later, we believe these additions will be worthwhile for their own sake as well as to improve productivity measurement. The paper ends with a brief description of the other data-related recommendations in the panel’s report.

### Base Productivity Measurement Model

The panel’s conceptual framework employs a multifactor productivity index, the so-called “Törnqvist index.” The Bureau of Labor Statistics (BLS) and the Organization for Economic Cooperation and Development (OECD) use this index to measure productivity in a variety of economic sectors (BLS 2007; OECD 2001, which includes references to the background literature). We first describe the index in general terms, then define the output and input variables, and, finally, illustrate the calculations with a numerical example.

The productivity index, as evaluated for time increment $\Delta t$, is:

$$Productivity\ index\ [\Delta t] = \frac{Output\ index\ [\Delta t]}{Input\ index\ [\Delta t]}.$$  

The input and output indices represent changes in the physical quantities over the time
increment $\Delta t$ (e.g., from 2010 to 2011). In other words, the Törnqvist index defines Productivity as the change in outputs obtainable from the input changes observed over $\Delta t$. Productivity change, in turn, is calculated from the ratio of successive productivity indices:

$$\text{Productivity change } [\Delta t_1 \to \Delta t_2] = \frac{\text{Productivity index } [\Delta t_2]}{\text{Productivity index } [\Delta t_1]} - 1.$$ 

These definitions are consistent with the conceptualization of productivity as an engineering concept. Productivity is the slope of the “production function”—the curve relating outputs to inputs. Looking at the slope of the function rather than the function itself amounts to a kind of “what if” analysis: what happens to outputs if the inputs change by a certain amount?

**Outputs.** We recommend a simple yet comprehensive measure for output quantity. It is based on two IPEDS variables that, in the panel’s words, “are the standard unit measures of instruction in American higher education.”

- **Credit hours:** 12-month instructional activity credit hours summed over student levels (e.g., undergraduates, first professional students, and graduate students);
- **Completions:** awards or degrees conferred, summed over programs, student levels, race or ethnicity, and gender (NRC, 2012a, p. 65).

The importance of completions is obvious, but a measure based only on completions would ignore the learning that takes place on a course-by-course basis. The panel's recommendation, therefore, is that the base definition of educational output be “Adjusted credit hours” (ACH), defined as follows:

$$\text{Adjusted credit hours} = \text{Credit hours} + (\text{Sheepskin effect } \times \text{Completions}).$$

Again to quote the panel, “The ‘sheepskin effect’ represents the additional value that credit hours have when they are accumulated and organized into a completed degree. Based on studies of the effect of earned credits and degrees on salaries, the panel believes that a value equal to a year’s worth of credits is a reasonable figure to use as a placeholder for undergraduate degrees. Additional research will be needed to determine the appropriate weight for the sheepskin effect for graduate and 1st professional programs” (NRC, 2012a, p. 66). The same ideas apply to many community college programs.

**Inputs.** The model’s inputs, defined in Table 1, are the quantity of labor, the amount of non-labor expenditure, and the rental value of capital (the depreciation of plant and equipment during use) utilized in the educational process. The data for each input consists of (a) physical quantities or surrogates for quantities, as required by the fundamental definition of productivity; and (b) nominal expenditures, which are used to combine the several inputs into a single index.

**Labor FTEs** is a direct physical quantity. No such physical quantity can be found for Expenditures on intermediate inputs or Capital, so for them it is necessary to use deflated dollars as surrogates. (The dollar figures sum up the myriad of individual items included in the definition for each variable, weighted by the items’ unit costs.) To summarize, the model uses three input variables (labor, intermediate inputs, and capital), each of which is represented by a physical quantity (or surrogate) and nominal expenditures.

As stated earlier, the input variables must reflect instruction rather than the whole range of institutional activity. The Delta Cost Project (2009) and OMB Circular A21 provide the needed methodology. The steps, which must be performed for each variable in Table 1, are to: (1) separate total expenditures into their direct and indirect (administrative and support) components; (2) further separate the direct component into instruction, research, and public service; (3) allocate the indirect component according to the fractions of direct expenditures; and (4) add the indirect allocation for instruction to the direct instruction variable to produce an overall figure for instruction.

Colleges and universities have historically been labor intensive but this has changed in recent years because of information technology, increasingly complex facilities, and outsourcing of support services.
Calculating the index. Table 2 illustrates the index's calculation. The table reflects three years of data for one institution, which allows representation of two $\Delta t$ increments. The time periods need not reflect a single year and the intervals between periods need not be the same for all $\Delta t$ increments. (Scaling adjustments are needed if the increments vary, however.) Given the period-to-period variability inherent in IPEDS data, for example, it may be desirable to consider each period as the average of, say, three to five years. We noted earlier that the productivity index should not be applied to single institutions, but rather to broad groupings of institutions (the “segments” discussed above). The availability of institution-specific IPEDS data makes this relatively easy, and the aggregation process further mitigates the data variability problem.

The output calculations appear at the top of the table. Credit hours and completions are extracted directly from IPEDS. Adjusted credit hours (ACHI) are calculated using a sheepskin effect of 30 (one year's normal student load). Quantity change is obtained by dividing each ACH figure by the preceding one: e.g., $1.008 = 643,477 \div 638,435$. This also equals the output index because enrollments and completions already have been combined into a single number by applying the sheepskin effect.

Other things equal, better quality usually commands higher prices (the more expensive car or computer is usually the better one). It turns out, however, that this approach does not work for higher education.
The situation is more complicated for inputs. First, as described earlier, the IPEDS quantity and expenditure variables must be adjusted to account for research and public service. The resulting quantity change figures are ratios of the successive quantity figures (e.g., $1.094 = 486,147 ÷ 324,680$), but then they must be combined to produce a composite input index. This is accomplished using a weighted geometric average with the relative expenditure figures (also shown in the table) as weights. For example, $1.180$ is the geometric average of $1.094$, $1.497$, and $1.022$. (The weights for Intermediate expenditures and Capital in Period 1 are the same as the quantities, but they differ in later years because of the inflation adjustment.) The choice of a geometric average follows from the fact that ratios are being averaged, and also from the mathematical derivation of the Törnqvist index.

Calculation of the multifactor productivity index appears at the bottom of the table. The index itself is the ratio of the output index to the input index: e.g., $1.008 ÷ 1.180$. The change in productivity is the ratio of the successive productivity indices minus one: in this case the shift from $0.847$ to $0.854$ is a $2.3\%$ change.

The Törnqvist index has some very desirable properties. In particular, researchers have shown that, under fairly general conditions, this calculation makes the best possible use (in terms of productivity measurement) of the information embedded in the input and output variables. Among other things, it washes out extraneous financial factors like the effects of substituting one resource for another because of price changes. (Substituting computers for people in a production process simply because the former have become relatively cheaper does not represent a productivity increase, for example, whereas making the substitution because the computers are being used more effectively does.) Alternative methods of calculation—for example, weighting the input changes by something other than

---

### Table 2

**Base Model Productivity Calculations**

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit hours</td>
<td>573,815</td>
<td>574,176</td>
<td>602,000</td>
</tr>
<tr>
<td>Completions</td>
<td>2,154</td>
<td>2,310</td>
<td>2,500</td>
</tr>
<tr>
<td>Adjusted credit hours (ACH)</td>
<td>638,435</td>
<td>643,476</td>
<td>677,000</td>
</tr>
<tr>
<td>Quantity change (= output index)</td>
<td>1.008</td>
<td>1.052</td>
<td></td>
</tr>
<tr>
<td><strong>Inputs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Quantities</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor FTEs (L)</td>
<td>3,926</td>
<td>4,296</td>
<td>4,705</td>
</tr>
<tr>
<td>Intermediate expenditures (I)</td>
<td>$324,680</td>
<td>$486,147</td>
<td>$643,599</td>
</tr>
<tr>
<td>Rental value of capital (K)</td>
<td>$261,834</td>
<td>$267,507</td>
<td>$348,033</td>
</tr>
<tr>
<td><strong>Expenditures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wages and fringe benefits (LE)</td>
<td>$756,399</td>
<td>$867,311</td>
<td>$1,036,594</td>
</tr>
<tr>
<td>Intermediate expenditures (EI)</td>
<td>$324,680</td>
<td>$550,921</td>
<td>$777,193</td>
</tr>
<tr>
<td>Rental value of capital (KE)</td>
<td>$261,834</td>
<td>$301,954</td>
<td>$400,791</td>
</tr>
<tr>
<td>Total</td>
<td>$1,342,913</td>
<td>$1,720,186</td>
<td>$2,214,578</td>
</tr>
<tr>
<td><strong>Quantity change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wages and fringe benefits</td>
<td>1.094</td>
<td>1.095</td>
<td></td>
</tr>
<tr>
<td>Intermediate expenditures</td>
<td>1.497</td>
<td>1.324</td>
<td></td>
</tr>
<tr>
<td>Rental value of capital</td>
<td>1.022</td>
<td>1.301</td>
<td></td>
</tr>
<tr>
<td><strong>Expenditure weightings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor FTEs</td>
<td>53.4%</td>
<td>48.6%</td>
<td></td>
</tr>
<tr>
<td>Intermediate expenditures</td>
<td>28.1%</td>
<td>33.6%</td>
<td></td>
</tr>
<tr>
<td>Rental value of capital</td>
<td>18.5%</td>
<td>17.8%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>Input index</td>
<td>1.180</td>
<td>1.204</td>
<td></td>
</tr>
<tr>
<td><strong>Multifactor productivity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity index</td>
<td>0.854</td>
<td>0.874</td>
<td></td>
</tr>
<tr>
<td>Change in productivity</td>
<td>2.3%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The “sheepskin effect” represents the additional value the credit hours have when they are accumulated and organized into a completed degree.
nominal expenditures or using an arithmetic average instead of a geometric one—have been shown to produce inferior results. The panel recommended that a task force be set up to work on operationalizing our conceptual structure, and that it begin with consideration of the Törnqvist index.

The panel’s charge called for addressing productivity measures at different levels of aggregation including the institution, system, and sector levels. Our proposed model is designed to operate at the sector or subsector (segment) level. While we feel obligated to raise the possibility of single-institution and state-specific indices (which are possible given that IPEDS provides institution-specific data), we do not want to invite use of the model for accountability purposes. To do so would produce malevolent incentives—and, possibly, a race to the bottom in terms of education quality. Moreover, state-level aggregations would necessarily obliterate mission-distinctions that are typically important within each state.

Enhancements to the Base Model

While the panel believes the base model to be a viable approach for tracking college and university productivity, we have identified two enhancements that, while requiring data collection beyond the current IPEDS structure, would add significantly to the model’s power.

**Differentiating labor categories.** The first enhancement is to track key labor categories, in our case academic versus non-academic and regular versus casual employees, separately from total FTEs. The panel’s reasons for suggesting this differentiation are as follows (see NRC, 2012a, p. 74):

1. One of the critical assumptions of the conventional productivity model is not viable in higher education. The typical productivity study assumes that, because labor is procured in competitive markets, relative compensation approximates relative marginal products. There is, in such a situation, no need to differentiate labor categories. Unfortunately, tenure-track faculty labor may not be linked tightly to marginal product in education because such faculty often are valued for research and reputational reasons, or be protected by or locked into institutions by tenure. Similarly, many so-called “contingent” faculty (hired on a course-by-course basis, often without fringe benefits) are desired as an alternative to tenure rather than because of judgments about their marginal product.

2. Another assumption is that the market effectively polices output quality. This is manifestly not the case for higher education. Colleges pursue strategies—larger classes or less costly instructors, for example—that reduce cost per nominal output but which will dilute quality when taken to extremes. In the example above, it may be attractive to employ less expensive, but also less qualified, personnel who are not well integrated into institutional quality processes. The panel is concerned lest the measurement of productivity add to the already problematic incentives to emphasize quantity over quality in higher education.

3. Academic staff play a unique and critically important role in most institutions. They, and only they, can make the intellectual judgments needed to create new knowledge, decide curricular and pedagogical issues, and assure educational quality. It is true that the distinction between teaching and nonteaching staff blurs as information technology shifts the modalities of teaching and learning. In some institutions, for example, faculty time is leveraged by modern learning software, a change that may require entirely new kinds of labor inputs. Such technology-driven changes are not unique to higher education, but the pace of change seems unusually brisk at the present time. Yet the critical task of intellectual leadership remains with faculty. Singling them out as a separate labor category recognizes that, at root, this kind of “labor” is not truly substitutable.

4. Productivity statistics are more likely to weigh heavily in policy debates on higher education than in policy debates for other industries. The U. S. public policy environment includes a significant oversight and accountability component that
requires information about productivity. Therefore, it is important that the statistics be as complete as possible on the important issues, including those associated with labor substitution.

Differentiating labor categories will require IPEDS be modified to include the following three-way classification scheme.

1. **Regular faculty FTEs**: those on the tenure line or equivalent, whether full or part-time.
2. **Part-time teachers who are hired on a course-by-course basis**: may be measured in terms of FTEs, number of course assignments, or some other metric—perhaps related to the current “Part-time” and “Primarily-instruction” (“PT/PI”) variable.
3. **All other FTEs**: total FTEs excluding the above.

Importantly, the new scheme will need to support allocations among education, research, and public service as described earlier.

The panel was able to approximate the three-way differentiation from current IPEDS data (see NRC, 2012a, p. 77), but we believe it will be worthwhile to produce the data directly. (Development of the methodology should involve consultation with the providers and users of IPEDS data.) In addition to their value for productivity measurement, these data will prove useful to developers of benchmarking statistics and to others in the higher education research community.

**Differentiating outputs.** Controlling for output heterogeneity is the other important enhancement. The resources required to produce an undergraduate degree vary significantly across fields, and the cost of bachelors’ degrees differs systematically from the costs of associate, graduate, and first professional degrees. Failure to control for these differences would risk mistaking output shifts from the more expensive disciplines of science, technology, engineering and mathematics (STEM) to non-STEM disciplines for a decline in productivity.

Enhancing the model in this way will require the data for both degrees and enrollments to be differentiated by field and award level. This poses no problem because IPEDS already provides the needed data. Differentiating enrollments is a different story, however, because IPEDS does not report credit hours by field. Institutions may track credit hours by the department or discipline in which the course is taught—in order to apply the Delaware cost benchmarks, for example—but these data cannot be mapped directly to degree production because students take many courses outside their matriculated areas. Researchers have made the necessary correspondences by creating course-taking profiles for particular degrees, but these matrices are difficult to manage and maintain on an institution-wide basis.

A better way is to collect data in a way that follows the students, not just the departments that teach them. The information needed to do this exists in most institutions’ student registration files. Extraction of the needed data could proceed as follows:

- “Identify the students matriculated in a given degree program (‘output category’) as defined by the IPEDS fields and degree levels. Undeclared students and students not matriculated for a degree would be placed in separate (‘non-attributable’) output categories.
- For each output category, accumulate the credit hours earned by the students in that category, regardless of the department in which the course was offered or the year in which it was taken.
- Allocate credits earned by matriculated but undeclared students in proportion to the credit-hour fractions of declared students for the given degree. Retain non-matriculated students in their own separate category, one that has no sheepskin effect but in other respects is treated the same as the other categories” (NRC, 2012a, p. 78).
Once again, the value of such statistics will greatly transcend productivity measurement. One can envision new approaches to the analysis of graduation rates and times to degree, for example, and credit hour measures that “follow the student” will permit more accurate costing measures to be produced within institutions. As noted above, we believe the requisite data exist within existing institutional data files. Hence all that is necessary is to develop appropriate extraction algorithms.

Other Data-Related Recommendations

The NRC panel’s report offers a number of additional recommendations pertaining to the definition and development of datasets. The importance of most of these is self-evident, and readers should refer to the original report for additional discussion.

The first such recommendation states that, “Definitions should be established for outcomes and institutions other than traditional four-year colleges and universities with low transfer-out rates, and appropriate bonus figures estimated and assigned to those outcomes. This is especially important for community colleges where, in contrast to BA and BS degrees, outcomes may be successful transfers to 4-year colleges, completion of certificates, or acquisition of specific skills by students with no intention of pursuing a degree” (NRC, 2012a, p. 92).

Two recommendations address the handling of research in universities where it is a major mission element. First, “NCES or a designee should develop an algorithm for adjusting labor and other inputs to account for joint production of research and service. Faculty labor hours associated with instruction should exclude hours spent on sponsored research and public service, for example and the algorithm should provide an operational basis for adjusting other inputs on the basis of expenditures” (NRC, 2012a, p. 95). Our conceptual framework already provides an algorithm for separately budgeted research and service activities (based on the Delta Cost Project and A21), but it may be possible to refine the approach.

The treatment of “departmental” (i.e., not separately budgeted, including sponsored) research is considerably more difficult. Such research is paid for by the university, often in the form of teaching-load reductions. The panel recommends the development of a statistical model to parse departmental research (DR) into two components: Project-driven and Discretionary. Such a study would use sample data on faculty activity to build statistical models for estimating: (a) the amount of activity that should be classified as departmental research, by institutional type, field, amount of sponsored research, and other descriptors; (b) the share of that activity directly associated with sponsored projects; and (c) the (residual) share of activity that should be classed as discretionary. We believe such a study will turn out to be practical. It would be immensely valuable for costing and other purposes as well as for productivity measurement.

As stated in the report, “The direct link between Project-driven DR and sponsored research provides a strong argument for excluding the former from instructional costs. Only the idiosyncrasies of university accounting and the market power of sponsoring agencies enable those agencies to enforce cost-sharing on academic-year effort in order to spread their funds further. Arguing on principle for inclusion of research cost and instructional cost is tantamount to arguing that the sponsored research itself should be included—which, in addition to being intrinsically illogical, would hugely distort the productivity measures” (NRC, 2012a, p. 97).

Discretionary DR, on the other hand, refers to work initiated by faculty members without regard to external support. In the panel’s view, “Good arguments exist for including at least a part of such activity in the cost base for instruction. For one thing, it is difficult or impossible to separate the effects of educational research and development (R & D) from the other motivators of low teaching loads (other than those associated with sponsored research projects), and there is no doubt that educational R & D should be included in the instructional cost base. Meaningful education R & D expenses and work that sustains the life of disciplines (and is not sponsored research) should be defendable to stakeholders.
Additionally, some allocation of faculty time entails service that is required to keep institutions running” (NRC, 2012a, p. 99).

Three more recommendations address more general data questions pertaining to higher education. The first says that, “Every effort should be made to include colleges and universities in the U. S. Economic Census, with due regard for the adequacy of alternative data sources and for the overall value and costs added, as well as difficulties in implementation” (NRC, 2012a, p. 110). Colleges and universities were included in the economic census only once, in 1977. Considering the importance of the sector, the amount of resources it consumes, and recent advances in university data systems, we could find no reason for continuing the exemption.

Another recommendation states that, “Standardization and coordination of states’ student record databases should be a priority. Ideally, NCES should revive its proposal to organize a national unit record database” (NRC, 2012a, p. 117). We recognize that this is a politically difficult recommendation that may take years to realize, but emphasize that such a system, with appropriate privacy safeguards, would be extremely valuable for both policy and research purposes.

Finally, the panel supported the idea that, “The Bureau of Labor Statistics should continue its efforts to establish a national entity such as a clearinghouse to facilitate multi-state links of unemployment insurance (UI) records and education data. This would allow for research on issues such as return on investment from postsecondary training or placement rates in various occupations” (NRC, 2012a, p. 118). The importance of state longitudinal databases, the national student clearinghouse, and various survey-based databases also are discussed in the report.

In closing, we hope that concerns about productivity measurement in higher education reflected in the charge to the panel continue to receive the attention they deserve. For example, a government entity such as the Department of Education, Census Bureau, or Bureau of Labor Statistics should be charged with overseeing and testing the implementation of our conceptual framework. We hope that such a group will be formed without delay, and also that individual institutions will begin to experiment with some of the data enhancements described in this paper.
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Abstract

Critics of standardized testing have recommended replacing standardized tests with more authentic assessment measures, such as classroom assignments, projects, or portfolios rated by a panel of raters using common rubrics. Little research has examined the consistency of scores across multiple authentic assignments or the implications of this source of error on the generalizability of assessment results. This study provides a framework for conceptualizing measurement error when using authentic assessments and investigates the extent to which student writing performance may generalize across multiple tasks. Results from a generalizability study found that 77% of error variance may be attributable to differences within people across multiple writing assignments. Decision studies indicated that substantive improvements in reliability may be gained by increasing the number of assignments, as opposed to increasing the number of raters. Judgments about relative student performance may require closer scrutiny of task characteristics as a source of measurement error.

Generalizability of Student Writing across Multiple Tasks: A Challenge for Authentic Assessment

For decades standardized testing in postsecondary education was limited to admissions testing. However, the influential report from the Secretary of Education’s Commission on the Future of Higher Education recommended that all postsecondary education institutions should “measure student learning using quality-assessment data” with nationally standardized measures like the Collegiate Learning Assessment and institutions should make the results from those standardized tests “available to students and reported in the aggregate publicly” (United States Department of Education, 2006, p. 24). Critics have questioned the usefulness of standardized tests for both institutional accountability and institutional improvement. Common concerns with standardized tests include an overemphasis upon narrowly focused skills/abilities and content, the mismatch between the standardized tests and students’ experiences at an institution, as well as students’ motivation to complete such tests (Banta, 2006). Instead of standardized tests, researchers have suggested using what is called “authentic assessment,” which includes approaches like assessment of e-portfolios, or assessment of writing and critical thinking (usually embedded in a course) using a common rubric (Banta, Griffin, Flateby, & Kahn, 2009).

Authentic assessment procedures may more directly reflect student experiences than standardized tests, though it remains unclear the extent to which it is appropriate to use authentic assessments in place of the many uses of standardized test scores. For instance, one desired use of standardized test scores is to compare students’ performance across different schools (Benjamin, 2012). Standardized tests are standardized to control for specific sources of potential error – namely, differences in the characteristics of
tasks included within a test and the consistency of scores across alternative test forms. This does not negate many concerns with standardized tests, given that a standardized test score may reflect a single measure of a student’s attribute, performance, or ability that fails to generalize to other settings. But authentic assessments, by their very nature, do not readily lend themselves to the same level of control across multiple sources of error. Just as score inconsistency across multiple items and/or alternate test forms restricts inferences from standardized tests, inferences derived from authentic assessments may be affected by multiple sources of error. Put differently, score consistency (i.e., reliability) is a necessary but insufficient condition to justify any use of scores deriving from an assessment regardless of whether it is standardized or authentic.

Examining the role of distinct sources of measurement error, along with interactions across these sources, remains of paramount importance in assessment practices. Such concerns, however, may lead to specific challenges for authentic assessment. It was therefore the purpose of the present study to address two concerns that are potentially disconcerting for authentic assessment practices. First, common sampling strategies implicitly assume that some sources of measurement error are irrelevant. For example, many authentic assessment processes presume that student performance is consistent across multiple tasks. Users of assessment data may reasonably wonder if judgments about which students are doing best drastically changes across tasks or if measurement error is within acceptable limits. If the assumption that student performance is consistent across multiple tasks is not tenable, and if authentic assessment is ever going to replace the numerous roles of standardized tests, then strategies must be developed to address task consistency. Secondly, we investigate this assumption by applying generalizability theory to authentic assessment data (i.e., writing performance) collected at Oklahoma State University. Before proceeding to the study findings, a broad framework for vivisecting error variance through the lens of generalizability theory is provided.

Vivisecting Measurement Error across Multiple Tasks Using Generalizability Theory

This section provides an initial framework for conceptualizing the influence of assignment or task characteristics as a source of measurement error with respect to specific assessment goals and sampling strategies (Table 1). This framework is not meant to be inclusive, but is instead presented to illustrate a fundamental assumption with respect to sampling designs and measurement error: If a single assessment or test is assumed to be representative of a student attribute, trait, or skill as a whole then evidence should be provided that such a use of that score is plausible. This does not imply that assessment practitioners are explicitly aware of this principle when sampling specific assignments and/or tasks. In fact, we believe quite the contrary. In our own general education assessment practices at OSU, we have assumed that a single observation of a student’s work is a reasonable estimate of performance when making comparisons at the institutional level. Although this is a low-stakes assessment for students, the kinds of inferences we hope to draw from this assessment process require that this assumption holds, and this may be specially concerning when employing specific sampling strategies (see Table 1). However, a failure to acknowledge or test this assumption does not render it unimportant. If this assumption is reasonable, judgments about student differences may be made irrespective of task characteristics. If this assumption is not tenable then judgments about students’ performance may change if the researcher happened to sample a different task.

Evidence for person by task interaction effects may be particularly devastating given that this implies that judgments about which students are doing better depend upon the specific task that is assessed. With respect to writing assessment, this interaction would suggest that judgments about relative student differences drastically change across writing tasks or assignments, which may even occur within a single course. This particular source of measurement error can hinder assessment efforts targeting both within-group and between-group comparisons (Table 1). For example, two writing tasks, or assignments,
may be collected across the same students in order to assess changes in performance across time. Inferences about such changes are reasonable to the extent to which the two writing tasks are similar. A fundamental challenge, it would seem, is to provide evidence that tasks are sampled from the same theoretical domain, or the same universe of possible tasks. To once again place this argument within the context of writing assessment, claims about student writing performance must either be restricted to the specific task that is sampled, or evidence should be provided that performance generalizes across multiple tasks that are believed to be interchangeable.

Classical test theory (CTT), which is typically used to investigate score reliability via test-retest correlations, alternate forms, and/or internal consistency methods, is clearly limited for addressing these concerns. CTT, which assumes that an observed score may be decomposed into an expected true score and random error (Crocker & Algina, 1986), not only fails to consider multiple sources of error simultaneously but also fails to investigate interaction effects across sources of measurement error. Generalizability theory, or G-theory (Cronbach, Glesser, Nanda, & Rajaratman, 1972), has less restrictive assumptions than CTT and in many respects supplants this framework since it has been repeatedly demonstrated that investigations of reliability under CTT are special cases of G-theory designs (e.g., Brennan,

Table 1

### Assessment Goals, Sampling Designs, and Measurement Error Related to Task Characteristics

<table>
<thead>
<tr>
<th>Goals</th>
<th>Level of Generalization</th>
<th>Example Research Question</th>
<th>Sampling Design</th>
<th>Assignment as Source of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-Group / Cross-sectional</td>
<td>Institutional</td>
<td>On average are writing scores in 2012 higher than writing scores in 2011?</td>
<td>Random selection of student writing papers across level of interest.</td>
<td>Limited concerns; distribution of assignments should be checked across relevant comparisons.</td>
</tr>
<tr>
<td>Program</td>
<td></td>
<td>Do students having experience ‘X’ tend to do better in writing than students who have not experienced ‘X’?</td>
<td>Other than random</td>
<td>Potential bias due to distribution of assignments. Judgments about groups / individuals may change across assignments.</td>
</tr>
<tr>
<td>Classroom</td>
<td></td>
<td>How well are students writing in this class?</td>
<td>Assignments have same prompt.</td>
<td>Limited concerns about assignment; check other issues stemming from design (e.g., practice effect)</td>
</tr>
<tr>
<td>Within-Group</td>
<td>Institutional</td>
<td>On average, do freshman writing scores tend to improve by senior year?</td>
<td>Assignment has different prompts.</td>
<td>Potential bias resulting from a change in prompts.</td>
</tr>
<tr>
<td>Program</td>
<td></td>
<td>How do writing scores change after participating in program ‘X’?</td>
<td>Assignments have same prompt.</td>
<td>Limited concerns about assignment; check other issues stemming from design (e.g., practice effect)</td>
</tr>
<tr>
<td>Classroom</td>
<td></td>
<td>Are writing scores improving across the semester?</td>
<td>Conduct G-study prior to large assessment, or design a study to control for prompt characteristics.</td>
<td></td>
</tr>
</tbody>
</table>
Though both authentic assessment and G-theory have been utilized for some time now, for reasons that extend well beyond the scope of the present article, it appears that the utility of this approach for understanding sources of measurement error within the context of authentic assessment has yet to be fully realized. Others have addressed G-theory in detail (Brennan, 2001), and there are many good introductions to this topic (e.g., Shavelson & Webb, 1991). The following section will therefore close with a conceptual introduction to concepts employed within G-theory.

**Conceptual Overview of Generalizability Theory**

G-theory utilizes analysis of variance techniques in order to further partition error into distinct sources of variation. These sources of variation are referred to as variance components, and estimating the relative magnitude of these components is of substantive interest in a G-study. A crucial task in designing a G-study is specifying the conditions of measurement, or facets, which presumably influence variation in observed scores. Facets may be either crossed or nested. A facet is considered crossed if every level of the first facet is observed at each level of the second facet (e.g., each student responds to every item), or alternatively a facet is considered nested within another if levels of one facet are observed at only one level of another facet (e.g., items may be nested within students if each student receives multiple items, but no student receives the same items). Facets may also be random or fixed. A facet is considered random if random sampling of each level has occurred or if the researcher is willing to treat observed levels as interchangeable (e.g., items may be replaceable with any other item of similar characteristics). A facet is considered fixed if the researcher has observed each level of facet or if the researcher does not wish to generalize beyond the observed levels of a facet.

Within a G-theory framework each observed level of a random facet may be viewed as a sample from a defined universe of acceptable observations. For example, within the context of writing assessment we are not necessarily interested in a student’s performance on a specific assignment or writing task. Instead, the specific task that is used may be viewed as one of many possible tasks that could have equally been utilized to assess writing performance. In this case, we are interested in our ability to consistently estimate scores across tasks defining a universe of acceptable observations, irrespective of the specific writing task that was actually sampled in our assessment procedure. The generalizability coefficient ($E_{\rho}$; Cronbach et al., 1972), which is the ratio of universe score variance to observed score variance (Webb, Shavelson, & Haertel, 2007), provides such an estimate by allowing us to examine the extent to which consistent estimates about relative student performance may be inferred across multiple tasks that are considered interchangeable. Generalizability coefficients range from 0 to 1.0, with acceptable coefficients ranging from .70 to .80 or higher (Brennan, 2001). Decision studies or D-studies may then be conducted to investigate how changes in specified facets may minimize error variance. We now summarize our own investigation of task variability as a source of measurement error within the context of general education assessment using G-theory.

**Methods**

**Procedure**

Each year Oklahoma State University (OSU) assesses the general education program and generates an annual report (http://tinyurl.com/osugened). This assessment effort typically involves sampling student papers (i.e., tasks) from courses across the campus. Each year tasks are sampled within the same semester, and faculty members act as paid raters who then score each paper in small independent groups of 2-3 members. Although the overall goal of the assessment process is to make general judgments about the extent to which students are achieving general education learning goals, as previously discussed, these judgments may still be affected by the task or assignment characteristics.
We began by examining the number of students for whom we had, by happenstance, scored more than one assignment or task in the entire set of data from 2001-2011. Of the scored areas, writing had been evaluated every year from 2001-2011, with the exception of 2007. In the 10 years in which writing was assessed there were a total of 1,831 scores, of which we identified 29 students who had more than one paper scored for writing. Of these, seven students had writing tasks sampled across different years of data collection. To avoid confounding results across years, these students were removed from subsequent analyses. The remaining 22 students were scored on two writing tasks sampled within the same semester, though each task was scored by an independent group of two faculty raters. This provided a total of 44 tasks, each of which was scored by two faculty raters, thus making 88 total observations. Since sample size may contribute to the stability of estimated variance components (Webb et al., 2007), the size of this design warrants some caution. However, the number of observations employed within this study is similar to many investigations utilizing G-theory.

Instrumentation

Before faculty raters are assigned writing tasks to score they are first trained to use a rubric developed at OSU (see Appendix A). Scoring procedures have slightly varied throughout the years, though typically each faculty member rates tasks independently and then meets with their group in order to reach consensus with respect to each task’s assigned score. Each task is scored on a 1-5 scale on content, organization, mechanics, and documentation so that higher scores reflect greater writing performance. In addition to dimensional scores faculty raters also provide an overall score reflective of the general writing performance exemplified by a student paper. The overall score provided by each faculty rater prior to consensus was utilized in the present analysis. Inter-rater reliability estimates tend to vary across groups of raters when approached under a CTT framework. A benefit of setting up a G-study is that distinct sources of error may be simultaneously examined in terms of their relative contribution to error. Reliability analyses are detailed in the results section.

Analytic Design

There were a total of 22 students who were sampled on two different writing tasks. Each task was scored by an independent group of two raters. Raters were therefore nested within tasks. However, given that each task was also different across persons tasks are considered to be nested within persons. Though there are statistical disadvantages to a fully nested design (i.e., confounded sources of error) this design resulted from restrictions deriving from decisions that were made about previous sampling strategies. Persons were treated as the object of measurement and both raters and tasks were conceptualized as a random sample from a potentially infinite number of observations. This entailed a fully nested, random effects design wherein the following variance components were estimated: persons ($\sigma^2_p$), tasks within persons ($\sigma^2_{T,p}$), and raters within tasks within persons ($\sigma^2_{R,T,p}$).

The main effect of persons ($\sigma^2_p$) indicates the estimated variance component for between-person differences in average writing performance. Within the current study this variance component reflects the ‘universe’ from which we wish to make consistent inferences about student writing. The variance component for tasks within persons ($\sigma^2_{T,p}$) reflects mean differences in assignment scores for each person across the pairs of raters. Given that each task was assigned to a different group of raters this variance component cannot be disentangled from a person by task interaction. The variance component for raters nested within tasks nested within persons ($\sigma^2_{R,T,p}$) indicates differences in assigned scores within a single group of raters for a particular task. This source of variation is also confounded with unexamined sources of error.

Given that persons were the object of measurement we focused on the ability of scores to provide relative comparisons about inter-individual differences in writing
performance. In estimating the generalizability coefficient relative error is a function of both \( \sigma_{TP}^2 \) and \( \sigma_{RTT}^2 \):

\[
\sigma_h^2 = \frac{\sigma_{TP}^2}{n_T} + \frac{\sigma_{RTT}^2}{n_T n_R}
\]  

(1)

From this equation it can be seen that both increases in \( \sigma_{TP}^2 \) and \( \sigma_{RTT}^2 \) will inflate the amount of error in making normative judgments about student writing ability. Variation in average ratings assigned to tasks within a person and variation of raters within each task contribute to an inability to make consistent judgments about relative student writing performance. Increases in the number of observed tasks \( (n_T) \) and the number of assigned raters within each task \( (n_R) \) will decrease relative error given that the estimated variance components remain constant. Estimates of relative error are utilized in order to calculate the generalizability coefficient:

\[
Gen\_Coefficient = \frac{\sigma_{\hat{p}}^2}{\sigma_{\hat{p}}^2 + \sigma_h^2}
\]  

(2)

From equation 2 it can be seen that the generalizability coefficient is expressed as a ratio of total between person variation (i.e., universe score variance) to estimated observed score variation. Increases in the magnitude of relative \( \sigma_{\hat{p}}^2 \) error will reduce the generalizability coefficient whereas increases in universe score variance \( (\sigma_{\hat{p}}^2) \) will tend to increase the generalizability coefficient. As previously indicated this coefficient may be interpreted as the extent to which one may make consistent normative inferences about student writing performance across all possible raters and tasks.

Results

Descriptive statistics were first examined on the 22 students (i.e., 44 writing tasks) who had each task assessed by an independent group of two raters (see Table 2). It is of particular interest to note that the variation of assigned scores within raters for each task was relatively low. Within-task rater variance ranged from 0.00 to 1.00 with an average variance across each task of 0.13. These values suggest that raters within each task tended to display little disagreement about the overall writing performance indicated by a particular student paper. With such data many researchers may choose to utilize inferential statistics in order to investigate either mean difference across each writing task or the linear relationship between assigned scores across each writing task. For this analysis the mean rating provided by both judges for a single task was the outcome variable. A dependent sample t-test indicated no statistically significant differences across mean ratings assigned across writing tasks. A failure to find such differences however, indicates little about the consistency of rank ordering student writing ability. The observed correlation across each writing task was .178 \( (p = .429) \), which implies that the pattern of student writing scores across each task was highly inconsistent. Estimated variance components from the G-study were examined in order to investigate these inconsistencies using EduG 6.0 (Cardinet, Johnson, & Pini, 2010).

Results from this analysis are presented in Table 3. The object of measurement, between-person differences in student writing, consists of approximately 12% of the total variation. Though not large, this represents the signal that the assessment procedure is attempting to detect. Rater variation within each task that is also nested within each person consists of approximately 23% of the total error variation. Though the magnitude of this variation is substantive it is of particular interest that 77% of the error variance derives from differences within a single person across each task. As previously indicated, the design of this study confounds a task effect with a person by task interaction. The vast majority of error variance may be attributed to either a task effect or the possibility that the rank ordering of individuals in writing changes across each sample of tasks. The estimated generalizability coefficient was .28 \( (SEM = .55) \), which is far below acceptable standards. If we assume that error is normally distributed we may utilize the standard
error of measurement in order to construct confidence intervals around mean scores on the writing rubric. Examination of these confidence intervals suggest that individuals receiving a mean score of one...are indistinguishable from students assigned a mean score of two...though they may be distinguished from individuals assigned a score of three...or higher.

Table 2

<table>
<thead>
<tr>
<th>Person</th>
<th>Task</th>
<th>Task Mean</th>
<th>Task Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2.50</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3.50</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3.00</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3.50</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>3.00</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>4.50</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1.50</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3.00</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>3.50</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>4.00</td>
<td>0.25</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>5.00</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>3.50</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>2.50</td>
<td>0.25</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>3.00</td>
<td>0.25</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>4.50</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>3.50</td>
<td>0.25</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>1.50</td>
<td>0.25</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>3.50</td>
<td>0.25</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>3.50</td>
<td>0.25</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>2.00</td>
<td>0.25</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>3.00</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>3.50</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>2.50</td>
<td>0.25</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>4.00</td>
<td>0.25</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>3.00</td>
<td>1.00</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>2.50</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: Two raters are nested within each task. Tasks are also nested within students.

Table 3

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Variance Estimate</th>
<th>Percent of Error Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>35.09</td>
<td>21</td>
<td>1.67</td>
<td>0.12</td>
<td>N/A</td>
</tr>
<tr>
<td>Task within Person</td>
<td>1.63</td>
<td>1</td>
<td>1.63</td>
<td>0.47</td>
<td>77.4%</td>
</tr>
<tr>
<td>Raters within Tasks</td>
<td>0.59</td>
<td>2</td>
<td>0.29</td>
<td>0.27</td>
<td>22.6%</td>
</tr>
<tr>
<td>within Persons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: SS = sum of squares; df = degrees of freedom; MS = mean square. N/A = not applicable. N=22 persons rated by two groups of independent raters on two different tasks.
It appears that, in order to use authentic assessments to make direct comparisons of students' scores, understanding the impact of task characteristics may very well be the biggest challenge.

of four (95% CI = 3.922 to 5.078) are, for all practical purposes, indistinguishable from students receiving a mean score of five (95% CI = 4.922 – 6.078). Stated differently, current assessment practices may distinguish those with relatively low scores (i.e., mean score of 1 and 2) from those with relatively high scores across both assignments (mean score of 4 and 5). However, more subtle distinctions in student performance across these tasks may not be consistently inferred.

Several D studies were conducted in order to evaluate the expected impact of increasing both the number of sampled writing tasks and the number of raters assigned to score each task. As indicated by Figure 1, little increase in the generalizability coefficient is predicted by increasing the number of raters assigned to each task. While holding the number of tasks constant at five the predicted generalizability coefficients range from .51 to .53 across three to seven raters. However, greater gains in the generalizability coefficient may be made from increasing the number of tasks collected on each person. While holding the number of raters constant at three the predicted generalizability coefficient ranges from .51 to .75 when increasing the number of tasks from 5 to 15. This pattern substantiates inferences from the G-study that suggested an increase in the number of raters assigned to a particular task may be of limited utility given the relative magnitude of error associated with differences assigned to tasks within a person. Instead, greater precision in making judgments about relative student writing performance may derive from increasing the number of observed writing tasks. Unfortunately, the number of tasks needed to substantially improve these inferences may be unobtainable in most assessment contexts due to the cost of collecting and scoring a substantially larger number of assignments.

![Figure 1. D studies for raters within each task by number of sampled tasks.](image)

**Discussion**

Inter- and intra-rater reliability were once believed to be the biggest problems with authentic assessments. Instead, it appears that, in order to use authentic assessments to make direct comparisons of students' scores, understanding the impact of task characteristics may very well be the biggest challenge. Without an a priori equating of writing tasks, judgments derived from authentic assessment may largely depend upon the kinds of tasks students
are asked to perform. This is not to say that authentic assessment should be abandoned, nor does this evidence imply that standardized tests should replace authentic assessment. Instead, further investigation is needed to explicate the conditions under which generalized inferences are justified. The success of authentic assessment may therefore depend upon systematic efforts to articulate why judgments about relative student performance seems to change across separate tasks.

Within our sample, it was clear that the ordering of students by writing performance depended upon which task was selected. This study suggests that if researchers want to make comparisons about students’ performance from authentic assessments between institutions or within an institution, they should greatly increase the number of tasks that are sampled for each student, establish statistical controls based on variables that are shown to impact students’ performance (such as motivation), or take steps to standardize some task characteristics (which may not be palatable for users of authentic assessment). More than twenty years ago Elliot Eisner wrote, “Our nets define what we shall catch” (1992). Our study supports this statement by suggesting that what our students are able to show they can do is in part influenced by what we ask them to do.

While standardized tests may make a stronger case for controlling specific sources of measurement error, other aspects of standardized tests may not compare favorably with authentic assessments. First, if the content of a standardized test is selected at the national level and does not represent the goals, mission, and learning outcomes desired by an institution, it may be just as dubious to claim such a test is a reasonable comparison between institutions. Second, the extent to which scores on standardized tests extends to the kinds of tasks students perform throughout their education remains controversial. Just as our evidence implies that a single observation of writing performance fails to generalize to performance across other tasks, a similar issue may exist with standardized tests since these scores may also fail to generalize to scores observed on similar tasks outside a controlled testing environment. Third, there is some research to suggest that task characteristics are important to standardized tests as well. Russell and Plati’s (2000) study illustrates this point. They found that student performance on a standardized test depended upon the mode of administration (computer or paper), and student performance was also a function of prior keyboarding skills. Even though standardized tests use a similar task across all examinees, the characteristics of the task still matter when making inferences using the scores from standardized tests.

Finally, regardless of whether authentic assessment or standardized tests are used to draw inferences, this study highlights the importance of explicitly addressing assumptions about the contribution of particular sources of measurement error. Specifically, when observing a single student assignment, or task, there are dangers in interpreting the scores as though they were independent of the task being sampled. Findings from the present study suggest interpretations that fail to account for task variation may be problematic since they presume that judgments about relative student differences are consistent across distinct tasks. Numerous authors have raised similar concerns (e.g., Kroll & Reid, 1994; Schoonen, 2005; Shavelson, Baxter, & Gao, 1993), and this study provides additional support that may serve to caution drawing unwarranted inferences from assessment results. Before proceeding to the implications of the present study, a central limitation will first be addressed.

Limitations

Numerous limitations exist with the present study; however, one limitation is particularly salient. Historical data were used in an effort to investigate the extent to which assumptions about the consistency of student performance across multiple tasks may be problematic. Methodological choices of previous assessment efforts restricted the analytic design employed within the current study. Within the current study raters were nested within writing tasks, which in turn were nested within persons. This design confounds important sources of error that may be important when deciding which strategies to adopt in subsequent assessment procedures. For example, this nested design makes it impossible
to disentangle a task effect and a person by task interaction. A fully crossed design would allow the separation of interaction effects between persons and tasks and persons and raters. Though the analytic design was not ideal, it provides tentative evidence in support of a growing concern about task variability as a source of measurement error within assessment practices.

**Future Research**

If a random number appeared with each observation of a pocket-watch, it would be challenging, but more importantly extremely misleading, to argue for the validity of a particular interpretation of these observed “times.” We would not be able to use the pocket-watch to complete even a simple task accurately, such as putting students in order based on their time of arrival to class. No matter how carefully we analyze the scores from the random-number generating watch, they remain of little value. Without score consistency (e.g., we observe a similar time when each observation is conducted with the sun being at a particular point in the sky) nothing is being measured (Thompson, 2003). Reliability is thus a prerequisite, and principle justification, for the assignment of meaning to a set of scores. It is the role of validation to investigate evidential support for proposed interpretations given to a set of scores. Stated differently, reliability justifies the assignment of meaning to a set of scores, and validation is a constructive act whereby evidence is accumulated to articulate the limits, boundaries, and extension of a particular interpretation. Both reliability and validity are hence central considerations that inform decisions derived from educational assessment procedures.

Fluctuations in student performance across multiple tasks, particularly if performance is a function of task characteristics, restrict the kinds of inferences that are justified when interpreting assessment results. Unfortunately, a simple panacea does not, at least as far as current research suggests, exist. As a first step, it is necessary to replicate the present findings in a study explicitly designed to control for confounded sources of error. Instead of using a nested design, a fully crossed design wherein every rater scored the same students on the same multiple tasks would be ideal from a G-theory perspective. Despite such constraints, the present results have led to concerns with our own assessment procedures, and additional data is currently being collected in an effort to further investigate the role of task characteristics as a source of measurement error when attempting to assess students’ writing performance. Note that the present study is delimited to student writing performance, though we suspect that similar issues may arise when investigating other valued learning outcomes (e.g., critical thinking, intercultural competence, etc.). Examining this source of error in other authentic assessment processes (i.e., portfolios, critical thinking rubrics, etc.) is warranted. Though simple heuristic devices fail to account for the complexity of assessment practices, three general considerations are addressed that may be used to inform subsequent assessment efforts.

First, authentic assessment and G-theory have been discussed in the literature for some time now. Reliability estimation under classical test theory cannot address the complexity of task characteristics as a source of measurement error within authentic assessment practices. Consequently, we propose a “marriage” between G-theory and many assessment practices. G-theory provides greater flexibility to assessment practitioners, has less restrictive assumptions than classical test theory, and may be utilized to check data quality prior to implementing large scale investigations. Additionally, once specified, decision studies may be utilized to investigate ideal assessment procedures. The flexibility provided by G-theory does come at a cost. G-theory can be computationally complex and implementing this approach not only requires foresight into methodological design, but also careful consideration of how facets of measurement are specified as sources of measurement error. G-theory may not be appropriate for all assessment purposes, but continual advancement of this field appears to require practitioners to confront the challenges introduced by distinct sources of measurement error.

Second, person by task interaction effects may demand increased precision in how the universe of generalization is conceptualized. Stated differently, the presence of person by task interaction effects is suggestive of at least two possibilities that are in
need of subsequent investigation. First, it is conceivable that sampled writing tasks are interchangeable in that they are derived from the same theoretical domain. Under this view, one task should be equivalent to others in that the specific tasks that are sampled are indifferent with respect to judgments about relative student performance. The present analysis, which sampled two tasks, suggested that at least ten tasks may be necessary to derive reasonably consistent estimates about relative student differences. This could imply that the two sampled tasks, just by happenstance, failed to be representative of the universe of all possible tasks. Increasing the number of observations should therefore provide a better representation of the theoretical universe of all possible tasks.

An alternative interpretation is also possible. It is conceivable that the sampled tasks are not interchangeable, suggesting that it is mistaken to treat these tasks as a reflection of the same theoretical domain, or universe of generalization. In this case, either inferences about student writing must be restricted to the specific tasks that are sampled or greater care should be taken when conceptualizing the kinds of tasks that are judged to reflect the same theoretical domain. It is possible that writing tasks with characteristic “X” compose a separate universe of generalization than writing tasks with characteristic “Y.” If so, then tasks may be sampled while controlling for characteristic “X,” and consequently generalized inferences about relative student performance would be restricted to tasks denoted by such a characteristic. At this juncture there are many more questions than answers, and clearly more work is needed to investigate which of these alternatives may be more viable.

Finally, we wish to draw this discussion back to the controversies surrounding the issue of standardized tests and authentic assessment practices. As previously indicated, reliability estimates within authentic assessment practices, particularly with the use of rubrics, have generally focused on score consistency across or within raters (Finley, 2011/2012). Though controlling for this source of error remains important, this is only part of the story. Consistency across tasks is also an important source of error that stands in need of clarification. Elucidation of this source of measurement error, we contend, is intricately connected to criticisms of standardized tests, specifically criticisms residing in the question of whether general skills can be assessed (Banta & Pike, 2012; Benjamin, 2012). Person by task interaction effects, at least in principle, may be utilized as evidence to address such debates. For example, students may be given writing tasks across two disciplines that are then scored by trained raters using a common rubric. A person by task interaction would indicate that judgments about relative student differences changes across discipline, or in other words this evidence may suggest that performance is domain specific, which could then be used to argue for further refinement of the universe of generalization from which writing tasks are sampled. Alternatively, we could sample writing tasks within a single discipline utilizing the same procedures. A failure to find a person by task interaction may then imply that generalized inferences within a specific discipline are justified.

In conclusion, the current study suggests that caution is warranted when interpreting many assessment results. This caution stems from a generally unrecognized source of measurement error, namely the introduction of task variability. An accumulating body of evidence suggests that students’ performance may be highly varied across tasks, and that judgments about which students are doing better may change across seemingly similar tasks. These problems can restrict warranted inferences from assessment results by limiting desired comparisons both within and between institutions. However, we do not universally reject authentic assessment as an important component of educational practice. To the contrary, we believe authentic assessment plays a critical role in evaluating educational programs and for making decisions about program improvement so long as such inferences carefully address distinct sources of measurement error investigated within this and other studies. This study underscores our concern with task variability as a source of measurement error, while acting as an invitation to other users of authentic and standardized assessment to join us in this investigation.
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## Appendix A

### Writing Rubric Developed at Oklahoma State University

<table>
<thead>
<tr>
<th>Skill</th>
<th>Level of Achievement</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Content</td>
<td><strong>1</strong> Topic is poorly developed; support is only vague or general; ideas are trite; wording is unclear, simplistic; reflects lack of understanding of topic and audience; minimally accomplishes goals of the assignment.</td>
</tr>
<tr>
<td></td>
<td><strong>2</strong> Topic is evident; some supporting detail; wording is generally clear; reflects understanding of topic and audience; generally accomplishes goals of the assignment.</td>
</tr>
<tr>
<td></td>
<td><strong>3</strong> Topic/thesis is clearly stated and well developed; details/wording is accurate, specific, appropriate for the topic &amp; audience, with no digressions; evidence of effective, clear thinking; completely accomplishes the goals of the assignment.</td>
</tr>
<tr>
<td>B: Organization</td>
<td><strong>1</strong> Most paragraphs are rambling and unfocused; no clear beginning or ending paragraphs; inappropriate or missing sequence markers.</td>
</tr>
<tr>
<td></td>
<td><strong>2</strong> Most paragraphs are focused; discernible beginning and ending paragraphs; some appropriate sequence markers.</td>
</tr>
<tr>
<td></td>
<td><strong>3</strong> Overall organization can be inferred and is appropriate for the assignment.</td>
</tr>
<tr>
<td></td>
<td><strong>4</strong> Paragraphs are clearly focused and organized around a central theme; clear beginnings and ending paragraphs; appropriate, coherent sequences and sequence markers.</td>
</tr>
<tr>
<td></td>
<td><strong>5</strong> Overall organization is clearly marked and is appropriate for the assignment.</td>
</tr>
<tr>
<td>C: Style and Mechanics</td>
<td><strong>1</strong> Inappropriate or inaccurate word choice; repetitive words and sentence types; inappropriate or inconsistent point of view and tone.</td>
</tr>
<tr>
<td></td>
<td><strong>2</strong> Generally appropriate word choice; variety in vocabulary and sentence types; appropriate point of view and tone.</td>
</tr>
<tr>
<td></td>
<td><strong>3</strong> Some non-standard grammar, spelling, and punctuation; errors do not generally interfere with comprehension or writer's credibility.</td>
</tr>
<tr>
<td></td>
<td><strong>4</strong> Word choice appropriate for the task; precise, vivid vocabulary; variety of sentence types; consistent and appropriate point of view and tone.</td>
</tr>
<tr>
<td></td>
<td><strong>5</strong> Standard grammar, spelling, punctuation; no interference with comprehension or writer's credibility.</td>
</tr>
<tr>
<td>D: Documentation</td>
<td><strong>1</strong> In text and ending documentation are generally inconsistent and incomplete; cited information is not incorporated into the document.</td>
</tr>
<tr>
<td></td>
<td><strong>2</strong> In text and ending documentation are generally clear, consistent, and complete; cited information is somewhat incorporated into the document.</td>
</tr>
<tr>
<td></td>
<td><strong>3</strong> In text and ending documentation are clear, consistent, and complete; cited information is incorporated effectively into the document.</td>
</tr>
</tbody>
</table>
Since 2001, the University of Maryland University College (UMUC) Graduate School has been conducting outcomes assessment of student learning. The current 3-3-3 Model of assessment has been used at the program and school levels providing results that assist refinement of programs and courses. Though effective, this model employs multiple rubrics to assess a wide variety of assignments and is complex to administer. This paper discusses a new outcomes assessment model called C2, currently being piloted in UMUC’s Graduate School. The model employs a single common activity (CoA) to be used by all Graduate School programs. It is designed to assess four of the five student learning expectations (SLEs) using one combined rubric (ComR). The assessment activity, scored by trained raters, displays pilot results supporting inter-rater agreement. Pilot implementation of the C2 model has advanced its reliability and its potential to streamline current assessment processes in the Graduate School.

Assessing Graduate Student Learning in Four Competencies: Use of a Common Assignment and a Combined Rubric

University of Maryland University College (UMUC) has been involved in institutional assessment of student learning in both its undergraduate and graduate schools since 2001. According to Palomba and Banta (1999), assessment is “the systematic collection, review, and use of information about educational programs undertaken for the purpose of improving student learning and development” (p. 4). UMUC’s institutional assessment plan, consistent with Walvoord’s (2004) recommendations, aligns with its mission, core values, and strategic plans. The plan also provides an overarching conceptual framework that defines student learning outcomes, provides a roadmap for assessing student learning, and ensures the use of findings for the improvement of UMUC programs. In the Graduate School, the current model of assessment is based on a framework introduced in 2010. This framework measures five student learning expectations (SLEs) and consists of three rounds of assessment at three stages carried out over a three year period each spring semester and has been named the 3-3-3 Model. Though the current process is effective in systematically collecting data across the Graduate School, it is a complex process to administer. This paper describes two phases of a pilot study, the intent of which was twofold: (a) to simplify the current Graduate School assessment process and (b) to examine and refine a new model that employs a recently developed assessment instrument. This article contributes to educational literature that focuses on graduate school assessment methods and will assist assessment practitioners by sharing the authors’ experiences with piloting a new...
assessment model. Details and results of the pilot study, including information on the current model, design of the new assessment model, online rater training, and interpretation of the pilot results follow.

**Graduate School Assessment Process-Current Assessment Model**

In line with university priorities and strategies, UMUC’s Graduate School has established a commitment to systematic assessment and the use of assessment results to improve student learning. The Graduate School views assessment as an ongoing and collaborative process driven by continuous reflection and improvement as described by Maki (2004). The current 3-3-3 assessment model employed by the Graduate School obtains evidence of student learning by assessing five student learning expectations (SLEs; Appendix A). The five SLEs include Communication (COMM), Critical Thinking (THIN), Information Literacy (INFO), Technology Fluency (TECH), and Content Knowledge (KNOW) and are expected of all UMUC graduate students.

The 3-3-3 model consists of three rounds of assessment carried out over a three-year period each spring semester, with each round assessing all five SLEs (See Figure 1). This model takes a “snapshot” of student learning at three points in a program lifecycle. Assessments are run within the first 9 credits, between 10 and 18 credits and at 19-36 credits, marking beginning, intermediate and advanced levels of study.

For each round, program directors, who manage courses in the Graduate School, identify the courses/sections that will conduct assessment activities. Within each course/section, class activities are chosen that will allow students to demonstrate their abilities in specific SLEs.

![3-3-3 Assessment Model: 3 years-3 rounds-3 stages](image)

*Figure 1. UMUC’s 3-3-3 assessment model.*

There are a variety of tools that may be used for assessing student learning, including standardized tests, interviews, surveys, external examiners, oral exams, rubrics, and e-portfolios (Prus & Johnson, 1994). UMUC’s Graduate School has chosen to use rubrics to assess student learning for each SLE for reasons aligned with the thinking of Petkov and Petkova (2006), who cite ease of implementation, low costs, student familiarity, and applicability to a variety of performance criteria. Rubrics can also be used in both formative and summative evaluation. For use with its current 3-3-3 model, the Graduate School designed a set of analytic rubrics where rubric criteria align with each of the school’s five SLEs. Each rubric describes student performance over four progressively increasing levels of attainment (unsatisfactory, marginal, competent & exemplary).

Consistent with the design recommendations offered by Moskal (2000) and Nitko (2001), each Graduate School rubric contains criteria that serve to identify and describe the separate dimensions of performance that constitute a specific SLE. Instructors are required to score each rubric criterion and sum the scores. For example, the Graduate School...
has identified the criteria of Conceptualization, Analysis, Synthesis, Conclusions and Implications as dimensions of the Critical Thinking SLE. When assessing assignments associated with Critical Thinking, faculty assign a score to each criterion, which is then summed up. By assigning a score to each criterion, faculty and course/program administrators receive multidimensional information on student performance. In addition to providing insights on specific levels of student learning, the inherent design of analytic rubrics employed in the 3-3-3 model provides students with specific feedback via the criteria definitions. The feedback enables students to focus on areas where they need improvement. The analytic rubric lends itself to formative use of rubric information, as opposed to the more summative approach inherent in holistic rubrics (Mertler, 2001). In this way, UMUC faculty and administrators use the results derived from the rubric scores to inform improvements to their courses and programs. In line with the iterative approach to rubric design described by Wiggins (1998), the Graduate School has over the past three rounds of assessment refined its rubrics based on assessment findings and user feedback. An example of a rubric currently employed in the 3-3-3 model is contained in Appendix B.

When Graduate School faculty carry out assessment activities in their classes, they are responsible not only for assigning a class grade to select assessment assignments, but must also score the assignments using the appropriate Graduate School rubrics. The faculty must record the students’ rubric scores for each specific SLE criteria on a summary sheet and submit the sheet to the Graduate School. Faculty and administrators are later provided with a summary of the assessment findings and asked to develop action plans to address the most significant areas of weakness in their programs. This completes the assessment cycle by looping actionable improvements into the course/program.

An example of this loop-back into courses and programs is the implementation of an Accounting and Finance Research Module designed by UMUC’s Library Services. Round 1 assessment findings indicated that, related to the SLE of Information Literacy, students in Accounting and Finance scored low on the criterion of Identification and were not able to competently differentiate between scholarly and trade journals when conducting research. Upon analyzing the findings, the program director asked UMUC Library Services to develop a resource exclusively for helping students understand how to evaluate the quality of publications used in their research. Subsequent findings in Rounds 2 and 3 showed improvement in the criteria of Identification among Accounting and Finance students.

The Graduate School completed its first 3-year assessment cycle under the 3-3-3 model in Spring 2012. While the current 3-3-3 model has served the Graduate School well and proven reliable in delivering useful data for our goals, it has limitations and challenges that include:

- extra grading workload for faculty who teach courses identified for assessment,
- no training or norming for faculty on rubric use,
- disparities in the types of assignments used for assessment across the Graduate School,
- misalignments between the assignments and rubrics, and
- inconsistencies in grading practices among faculty.

As described by Buzzetto-More and Alade (2006), the reflection that occurs in relation to the assessment cycle often stimulates discussion and suggestions for improvements, and plans for implementing change. With the completion of the cycle came the opportunity to review the current model, which led to the design of the C2 model and current pilot study discussed in this paper.

Graduate School Assessment Process-Proposed Assessment Model

The limitations and challenges of the 3-3-3 model are not unusual in nature and relate to those described by those writing in the area of outcomes based assessment such as Banta (2002), Bresciani (2011), and Maki (2010). These challenges relate to understanding
the goals of assessment and having the resources and time necessary to carry out assessment activities. To address some of the aforementioned challenges, the authors proposed a new model called C2 to simplify the current annual process.

**Development of Common Activity (CoA)**

In the C2 model, a single common activity (CoA) is used by all UMUC's Graduate School programs to assess four SLEs (COMM, THIN, INFO, and TECH). The CoA requires that students respond to a question in a short essay format to demonstrate their levels of performance in the four learning areas. Collaboratively developed with representatives of all the Graduate School departments, the question relates to commonly addressed program themes (i.e., technology globalization and leadership) and does not require prior knowledge of the topic. The CoA instructions present the essay question, clearly describe for students the steps for completing the task, and explain how the submission will be evaluated. Of note, the SLE, KNOW, was excluded from the model design. While it is a learning outcome expected of all students in the Graduate School, it is viewed as very program/discipline-specific and therefore, more appropriately assessed by other means, which may include standardized exams or special projects.

**Design of Combined Rubric (ComR)**

A new rubric (ComR) was designed for use in the C2 model by initially combining relevant and established criteria from the current rubrics used in the 3-3-3 model, excluding those related to knowledge (KNOW). The researchers remained committed to the use of analytic rubrics in the C2 model for the benefits cited previously, including their ability to present a continuum of performance levels, provide qualitative information on observed student performance, and the potential for tracking student progress (Simon & Forgette-Giroux, 2001). The ComR rubric removed overlaps between the four existing rubrics. The steps in the design of the ComR involved:

- Consolidation of individual rubrics from four SLEs (COMM, THIN, TECH, INFO) into a single rubric (ComR) with fourteen criteria
- Review and revision based on feedback from the Graduate School Assessment Committee
- Use of ComR in Phase I to test content validity and alignment between ComR and the CoA
- Review and revision based on feedback from raters in Phase I to further consolidate ComR into nine criteria
- Application of the refined ComR in Phase II

The ComR rubric employed in Phase I is presented in Appendix C and Appendix D shows the refined ComR rubric used in Phase II.

The C2 model was designed to provide the means to evaluate multiple SLEs simultaneously and to score the common activity (CoA) by trained raters. Table 1 contrasts the new C2 model with the current 3-3-3 model.

**Allocation of Resources**

The primary resource needed for the development of the C2 model was time. The collaborative process took over a year from the time the idea was first proposed by the researchers to the Graduate School Assessment Committee to the time the pilot was conducted in Spring 2012. Fortunately, all members of the committee were in agreement that the existing 3-3-3 assessment model needed to be simplified and improved, therefore it did not take much convincing for them to agree to participate in the pilot. The most time expended was in the development of the common activity (CoA) and the combined rubric (ComR). The essay question for the CoA was developed over a period of several months until a consensus was reached across the Graduate School. The ComR was created through Moskal and Leydens (2000) suggest that discussing differences in raters’ scores helps improve reliability, as does making performance criteria more precise, though narrow criteria definitions may preclude applicability to other activities. Bresciani, Zelna and Anderson (2004) contend that norming ensures that raters understand the rubric in a similar manner, which promotes consistency in scoring, and thereby enhances reliability.
an iterative process, which included sharing each draft edition and making adjustments until the committee was in agreement. Additional resources included a stipend paid to the seven hired raters trained for grading. The funds for the stipends were provided from a federal grant. These stipends resulted in a total cost of $7,000.

**Implementation of C2 Model**

The pilot study was conducted sequentially through two phases: Phase I and II. In Phase I, the ComR was used in three graduate programs to determine its reliability for grading the CoA. The three Masters’ programs that were part of Phase I included Biotechnology, Master of Arts in Teaching, and Master of Education in Instructional Technology. The three programs were selected based on the interest and willingness of the degree program directors to participate in the pilot and their ability to easily incorporate the pilot activity into their courses. The CoA was explained in the syllabi of the courses selected for the pilot study and was scheduled to be completed during the first quarter of the semester.

**Raters’ Training and Norming**

Adding trained raters to the C2 model was done for the purposes of simplifying faculty workloads and improving scoring consistency. Program directors were asked to suggest faculty who could act as raters for the pilot papers. The faculty raters needed to fit the following guidelines: they were not teaching any of the pilot courses in Spring 2012, had experience teaching and grading in the participating programs, and therefore could easily become ‘raters’ for the pilot study. All seven recommended faculty members were contacted and 100% agreed to participate in the study. Contracts for the faculty raters were discussed, signed and processed with an agreed-upon timeline for training, scoring procedures and follow-up.

A total of 91 students completed the activity. The papers were collected, redacted of any identifiable information, and assigned a code number prior to being distributed to the raters. Raters were given a set of anchor papers, selected from the submissions, which provided the raters with samples of varying levels of student performance (Tierney & Simon, 2004). To strengthen reliability and yield a consistency in grading with the rubric, raters were required to participate in norming sessions (Trochim & Donnelly, 2006) prior to and after the scoring of the anchor papers. Since raters were geographically dispersed, the norming sessions were conducted online, both asynchronously and synchronously, to allow for flexibility and scalability. All raters actively engaged in the training and norming sessions, which provided them with the opportunity to practice scoring anchor papers and discuss in detail the interpretation and application of the combined rubric for grading. Moskal and Leydens (2000) suggest that discussing differences in raters’ scores helps improve reliability, as does making performance criteria more precise, though narrow criteria definitions may preclude applicability to other activities. Bresciani, Zelna and Anderson (2004) contend that norming ensures that raters understand the rubric in a similar manner, which promotes consistency in scoring, and thereby enhances reliability.

Papers were assigned to raters in a discipline-specific manner in Phase I such that the raters from the Education department received and scored papers from students

<table>
<thead>
<tr>
<th>Current 3-3-3 Model</th>
<th>Combined Activity/Rubric (C2) Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Rubrics: one for each of 4 SLEs</td>
<td>Single rubric for all 4 SLEs</td>
</tr>
<tr>
<td>Multiple assignments across graduate school</td>
<td>Single assignment across graduate school</td>
</tr>
<tr>
<td>One to multiple courses/4 SLEs</td>
<td>Single course/4 SLEs</td>
</tr>
<tr>
<td>Multiple raters for the same assignment/course</td>
<td>Same raters/assignment/course</td>
</tr>
<tr>
<td>Untrained raters</td>
<td>Trained raters</td>
</tr>
</tbody>
</table>
in Education, while raters from Biotechnology graded papers from the Biotechnology program course.

**Inter-rater Reliability**

In this study, each paper was randomly assigned to two independent raters and graded by them using the same scoring rubric. This process is called coding because the raters are creating the data when they assign scores (ratings) to each student paper. Stemler (2004) states that in any situation that involves judges (raters), the degree of inter-rater reliability is worthwhile to investigate, as the value of inter-rater reliability has significant implication for the validity of the subsequent study results. There are numerous statistical methods for computing a measurement estimate of inter-rater reliability (e.g., simple percent-agreement, Cohen’s Kappa, generalizability theory, Pearson $r$, etc.) and each of them has advantages and disadvantages (Stemler, 2004). For example, Pearson $r$ can be a useful estimator of inter-rater reliability only when one has meaningful pairings between two and only two raters (linear relationship between the two set of ratings). Cohen’s Kappa is commonly used for calculating inter-rater reliability for qualitative (categorical) data (i.e., gender, age, education level, etc.). Its greatest advantage is taking into account chance agreement between two or more raters. However, Kappa assumes that all raters have similar training and experience. When raters have dissimilar training and experience, the Kappa statistic is likely to be underestimated (Crewson, 2005).

Intraclass Correlation Coefficients (ICC) were used in this study for the estimation of inter-rater reliability. An ICC is a measure of the proportion of a variance that is explained by the objects (i.e., students) of measurement (i.e., raters’ ratings). ICC has advantages over bivariate correlation statistics, such as Pearson $r$, as it accounts for variability between multiple raters and among the multiple dimensions of the rubric. Reliability assessed by ICC is a scaled agreement index under ANOVA assumptions. As discussed in the works of McGraw and Wong (1996) and Shrout and Fleiss (1979), to select an appropriate form of the ICC, one has to make several decisions related to (a) which ANOVA model should be used to analyze the data (one-way or a two-way); (b) whether differences in raters’ mean ratings relevant to the reliability of interest (ICC for consistency vs. absolute agreement) and (c) whether the unit of analysis is a mean of several ratings or single rating (ICC for average vs. single measurements).

In this study, each student paper was rated by a randomly selected group of two raters from a larger pool. In other words, the same two raters did not grade all the papers. No effort was made to disentangle the effects of the rater and student paper, but only the objects (students) were treated as a random factor. Therefore, a one-way random effects ANOVA model was used to calculate the ICC (measures of absolute agreement were selected, as consistency measures were not defined in this model). The “average measures” ICC was provided in the results, which indicates the inter-rater reliability when taking the mean of all ratings from multiple raters and multiple dimensions of the rubric. The ICC will approach 1.0 if there is less variance within item ratings. According to Nunnally (1978), an ICC of 0.7 is generally considered an acceptable level for the type of study employed in this pilot.

**Multiphase Approach**

The researchers anticipated that the development of the C2 model would be a process of continuous improvement. For this reason, Phase II was performed and lessons learned from Phase I were applied that included further refining the ComR based on feedback provided by the raters and modifying the pilot process. Refining the rubric involved eliminating what the raters determined were redundant or overlapping criteria and clarifying criteria descriptions. In terms of modifying the pilot process, the same set of papers and raters from Phase I were used in Phase II, but the raters were given different subsets of papers and the papers were *not* assigned in a discipline-specific manner. This modification was made to allow us to gain insight into how well raters would handle rating papers from different disciplines, which is an ultimate goal in the Graduate School’s full implementation.
Results

In both Phases I and II, each paper was rated by two raters and the ICC was computed. Table 2 displays a value of 0.44 in ICC from the Phase I data, which means that approximately 44% of the time two independent raters assessed an item and then scored it with the same value. The ICC is lower than the generally acceptable level of 0.70. In an attempt to increase the relative low reliability (0.44) generated in Phase I, the authors refined and consolidated the ComR to remove redundancy, and thereby reduced the number of criteria from fourteen to nine. The authors carefully selected a different set of anchor papers than those used in Phase I that clearly represented different levels of student performance. In addition, in Phase II, a third rater was used for papers when the scores between two raters had discrepancies greater than 1 point in at least 3 criteria. These extreme scores were discarded before calculating the Phase II ICC.

Table 2

<table>
<thead>
<tr>
<th>Average Measures of ICC – Phase I &amp; II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intraclss Correlation Coefficients</td>
</tr>
<tr>
<td>Phase I</td>
</tr>
<tr>
<td>Phase II</td>
</tr>
<tr>
<td>Average Measures</td>
</tr>
<tr>
<td>0.44</td>
</tr>
<tr>
<td>0.75</td>
</tr>
</tbody>
</table>

By implementing the refinements and consolidations to the rubric and common activity, Phase II ICC provided a value of 0.75, meaning approximately 75% of the time two independent raters assessed an item and then gave it the same score (Table 2). Since the ICC for Phase II reached the generally acceptable level (0.70) of agreement among these raters, it provided confidence in the reliability of the C2 model.

Discussion

As mentioned earlier, the present 3-3-3 Graduate School assessment model has some limitations. One of those is the increased faculty workload of grading a wide variety of assignments that are used for assessment across the Graduate School programs. With the 3-3-3 model, there can also be grading inconsistency and weak alignment between the assignment and the rubrics.

The C2 model appears to have simplified the assessment process. The new C2 assessment model implemented a common activity (CoA) and used a combined rubric (ComR) for the outcomes assessment process. It also addressed the concerns with the current 3-3-3 model in that it:

- shifted the faculty grading workload to external, trained raters,
- incorporated training and norming sessions to improve rubric consistency and use,
- eliminated assignment disparities by employing one common activity across the Graduate School, and
- provided tighter alignment between the assignment and rubric.

Rezaee and Kermani (2011) write that “raters’ inconsistencies in scoring can be attributed to different factors among which are raters’ gender, age, teaching experience, scoring experience, first language and scoring environment” (p. 109). Furthermore, Bresciani et al. (2004) report that low reliability among raters may be influenced by the (a) objectivity of the task or scoring, (b) complexity of the task, (c) group homogeneity of the raters, (d) work pace of the raters, and (e) number of assignments scored. A lower agreement among raters may result from various reasons such as ambiguity of the rubric criteria and activity instructions, misunderstanding of rubric criteria, preconceived notions held by raters, and using a small pool of raters. In Phase I the ICC of .44 was lower than the generally acceptable .70 level, indicating the potential presence of such issues for the participating raters. In Phase II, the authors addressed some of these issues in an attempt to improve the inter-rater reliability, the results of which, was an improved ICC of .75.
Although the effect of norming on inter-rater reliability may be disputed, the researchers recognized the importance of the norming process for refining the rubric and the activity. The pilot norming results emphasized the importance of providing a range of anchor papers that represented different levels of student performance in order to determine and discuss baseline scoring. Rater feedback during the norming process also informed further rubric consolidation. The iterative process of refining the CoA and ComR worked toward ensuring that the criteria for each SLE were discrete, not dependent on each other and directly assessable. As a result, the original combined rubric (ComR) with fourteen criteria was consolidated further in Phase II to nine criteria, again simplifying the use of the rubric and potentially contributing to better application and agreement among raters.

In addition, there appears from the pilot to be benefits in using external raters to score assessment activities as opposed to the teaching faculty. Instructors often feel a pressure to align assessment scores with assignment grades, whereas raters can focus solely on the criteria under assessment. External raters may also possess more knowledge and understanding of the specific criteria under assessment. In addition, providing a potential point of comparison between rater and teacher evaluations may serve in evaluating assessment findings.

Limitations of this Study

Even though the main goals of this pilot study were met and simplification of the current Graduate School assessment process seems promising, there are limitations to this study and future research is needed to address them.

The use of a single assignment and rubric to evaluate multiple competencies may be construed as a limitation. As Maki (2004) points out, “Relying on one method to assess the learning described in outcome statements restricts interpretations of student achievement within the universe of that method” (p.156); using multiple measures to assess different learning outcomes, on the other hand, has its advantages. However, others have explored the possibility of combining various rubrics to evaluate multiple learning outcomes based on a single student assignment (Stanny & Duer, 2012). In addition, just as the trained raters provided feedback for the rubric in Phase I of this pilot study, the researchers expect to continue to receive feedback for further refinements in future phases of our studies.

Another limitation may result from the design of the study. In this pilot study no two raters graded all the same papers. This was intentional as eventually a pool of raters will be expected to grade all the papers that come out of the Graduate School. Having the same two or more raters grade all the papers will not be practical for implementation purposes. Consequently, one-way (or one-factor) random effect ANOVA model using objects (students) as the only effect was used to calculate ICCs. This approach limited the ability to evaluate the rater effect as a variable because specific raters and the interactions of raters with students were not disentangled. Intra-rater reliability, a measure of the rater's self-consistency, also could not be defined in this study.

Conclusions and Further Studies

This study describes the implementation of a unique assessment model, C2. Our findings indicate that this model may have a higher rate of reliability than the Graduate School’s current 3-3-3 model. Using the C2 model, several core learning competencies may be assessed simultaneously through a common assignment, a combined rubric, and trained raters across different graduate programs. This model is an attempt to improve the comparability of the data across programs, increase clarity of the process, decrease faculty workload, and therefore greatly simplify the outcomes assessment process. To evaluate both object (student) and rater effects, either the two-way random or mixed effects model, in which each student paper is rated by the same group of raters, may be used in future studies.

In order to further improve on the reliability of scores from the common activity and the combined grading rubric, Phase III of the C2 model will be applied to several
programs across the Graduate School in Fall 2012 in preparation for a potential graduate school-wide implementation. Post graduate school-wide implementation, the authors will focus on methods to establish the validity of the C2 model.
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Appendix A

UMUC Graduate School Student Learning Expectations (SLEs)

<table>
<thead>
<tr>
<th>STUDENT LEARNING EXPECTATIONS (SLEs)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Written Communication (COMM)</td>
<td>Produce writing that meets expectations for format, organization, content, purpose, and audience.</td>
</tr>
<tr>
<td>Information Literacy (INFO)</td>
<td>Demonstrate the ability to use libraries and other information resources to effectively locate, select, and evaluate needed information.</td>
</tr>
<tr>
<td>Critical Thinking (THIN)</td>
<td>Demonstrate the use of analytical skills and reflective processing of information.</td>
</tr>
<tr>
<td>Technology Fluency (TECH)</td>
<td>Demonstrate an understanding of information technology broad enough to apply technology productively to academic studies, work, and everyday life.</td>
</tr>
<tr>
<td>Content/Discipline-Specific Knowledge (KNOW)</td>
<td>Demonstrate knowledge and competencies specific to program or major area of study.</td>
</tr>
</tbody>
</table>

Appendix B

Rubric for 3-3-3 Assessment Model

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>EXEMPLARY</th>
<th>COMPETENT</th>
<th>MARGINAL</th>
<th>UNSATISFACTORY</th>
<th>SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content/Purpose</td>
<td>Shows superior understanding of context, audience, and purpose; arguments that are extremely appropriate for the assignment(s).</td>
<td>Shows good understanding of context, audience, and purpose; arguments that are sufficiently appropriate for the assignment(s).</td>
<td>Shows fair understanding of context, audience, and purpose; arguments that are generally appropriate for the assignment(s).</td>
<td>Shows insufficient or poor understanding of context, audience, and purpose; arguments that are not appropriate for the assignment(s).</td>
<td></td>
</tr>
<tr>
<td>Context/Level/Scope</td>
<td>Articulates and supports main ideas clearly and consistently with context and purpose; highly original main ideas clearly articulated and supported by relevant evidence that may be researched based. Main ideas are generally consistent with context and purpose.</td>
<td>Articulates and supports main ideas; equally well articulated and supported by relevant evidence that may be researched based. Main ideas are generally consistent with context and purpose.</td>
<td>Main ideas is vague, and/or inadequately supported, and/or inconsistent with context and purpose.</td>
<td>Main ideas is hardly or not evident and/or lacks support and or seems unrelated to context and purpose.</td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>Uses logical sequencing including introduction, transitions between paragraphs, and summarization to develop main ideas(s) and content.</td>
<td>Uses logical sequencing including introduction, transitions between paragraphs, and summarization to generally develop main idea(s) and content.</td>
<td>Uses partially logical sequencing; lacks appropriate use of introduction, transitions between paragraphs, and summarization to conclusion. Main idea(s) and content are incompletely developed.</td>
<td>Uses little or no logical sequencing; lacks introduction, transitions between paragraphs, and summarization to conclusion. Main idea(s) and content remain undeveloped.</td>
<td></td>
</tr>
<tr>
<td>Sources</td>
<td>Demonstrates superior judgment in selection, incorporation, and identification of externally appropriate quality and quantity.</td>
<td>Demonstrates good judgment in selection, incorporation, and identification of quality appropriate quality and quantity.</td>
<td>Demonstrates limited judgment in selection and/or identification of quality and quantity.</td>
<td>Demonstrates limited judgment in selection and/or identification of quality and quantity and/or noncompliance with established guidelines.</td>
<td></td>
</tr>
<tr>
<td>Word Usage/Spelling/Grammar</td>
<td>Demonstrates virtually error-free grammar, spelling, and punctuation.</td>
<td>Demonstrates very few errors in grammar, spelling and punctuation.</td>
<td>Demonstrates numerous errors in grammar, spelling and punctuation.</td>
<td>Demonstrates unacceptable amount and/or type of errors in grammar, spelling and punctuation.</td>
<td></td>
</tr>
</tbody>
</table>
**Appendix C
ComR Rubric for Phase I**

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>EXEMPLARY</th>
<th>COMPLIANT</th>
<th>MARGINAL</th>
<th>UNSATISFACTORY</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptualization identifies and describes the nature of issues or issues/relations in research and assignment context.</td>
<td>Shows superior ability to identify and describe basic and complex issues/relations in a context with issue of depth and clarity within context for full understanding.</td>
<td>Shows good ability to identify and describe basic and complex issues/relations in a context with issue of depth and clarity within context. Observations do not seriously impact understanding.</td>
<td>Shows fair ability to identify and describe basic and complex issues/relations in a context with issue of depth and clarity. Ambiguities and omissions impact understanding.</td>
<td>Shows insufficient or no ability to identify basic and complex issues/relations. Lack of clarity or depth in context impedes understanding.</td>
<td>500</td>
</tr>
<tr>
<td>Analysis</td>
<td>Considers pro/conc. computes/contrasts in logical examination of issues</td>
<td>Analyzes information in a highly organized and logical manner. Consistently draws conclusions and appropriately addresses the question or assignment.</td>
<td>Analyzes information in a mostly organized and logical manner. Consistently draws conclusions and appropriately addresses the question or assignment.</td>
<td>Analyzes information in a partially organized and logical manner. Consistently draws conclusions and appropriately addresses the question or assignment.</td>
<td>Analyzes information in an unorganized and illogical manner. Incomplete or inappropriate in addressing the question or assignment.</td>
</tr>
<tr>
<td>Synthesis</td>
<td>Integrates key concepts from research analysis and synthesis in coherent manner to form a coherent response.</td>
<td>Consistently integrates key concepts from research analysis and synthesis in coherent manner to form a coherent response.</td>
<td>Occasionally integrates key concepts from research analysis and synthesis in a partially coherent manner to form a partially coherent response.</td>
<td>Rarely or never integrates key concepts from research analysis and synthesis in an unorganized manner.</td>
<td>500</td>
</tr>
<tr>
<td>Credibility</td>
<td>Analyzes with other information to establish key and logical patterns.</td>
<td>Consistently analyzes with other information to establish key and logical patterns.</td>
<td>Occasionally analyzes with other information to establish key and logical patterns.</td>
<td>Rarely or never analyzes with other information to establish key and logical patterns.</td>
<td>500</td>
</tr>
<tr>
<td>Implications</td>
<td>States conclusions or actions for practice, policy and future research.</td>
<td>Suggests mostly appropriate conclusions or actions for practice, policy and future research.</td>
<td>Suggests somewhat appropriate conclusions or actions for practice, policy and future research.</td>
<td>Suggests inappropriate or fails to make conclusions or actions for practice, policy and future research.</td>
<td>500</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Identifies appropriate resources by critically assessing reputation and quality of information.</td>
<td>Thoroughly analyzes information sources for currency, relevance, accuracy, authority and objectivity.</td>
<td>Sufficiently analyzes information sources for currency, relevance, accuracy, authority and objectivity.</td>
<td>Insufficiently analyzes information sources for currency, relevance, accuracy, authority and objectivity.</td>
<td>500</td>
</tr>
<tr>
<td>Incorporation</td>
<td>Uses information to achieve specific purpose.</td>
<td>Expertly synthesizes and presents information to fully achieve a specific purpose.</td>
<td>Partially synthesizes and presents information to achieve a specific purpose.</td>
<td>Inadequately synthesizes and presents information to achieve purpose or fail to clarify key depth.</td>
<td>500</td>
</tr>
<tr>
<td>Ethical Use</td>
<td>Understands and complies with institutional policies related to access and use of information, demonstrating academic integrity.</td>
<td>Fully demonstrates understanding of ethical and legal guidelines for published, confidential and proprietary information.</td>
<td>Mostly demonstrates understanding of ethical and legal guidelines for published, confidential and proprietary information.</td>
<td>Failed to demonstrate understanding of ethical and legal guidelines for published, confidential and proprietary information.</td>
<td>500</td>
</tr>
<tr>
<td>Context/Purpose</td>
<td>Considers the audience and purpose of the assignment.</td>
<td>Shows superior understanding of context, audience, and purpose that is extremely appropriate for the assignment(ies).</td>
<td>Shows good understanding of context, audience, and purpose that is mostly appropriate for the assignment(ies).</td>
<td>Shows fair understanding of context, audience, and purpose that is somewhat appropriate for the assignment(ies).</td>
<td>Shows insufficient or poor understanding of context, audience, or purpose of the assignment(ies).</td>
</tr>
<tr>
<td>Content/Topic/Support: Links presented provide a main idea that is consistent with context and content.</td>
<td>High quality main idea is clearly stated and supported with predominantly current and relevant evidence that may be researched based. High quality main idea is clearly stated and supported with predominantly current and relevant evidence that may be researched based. High quality main idea is generally consistent with context and content.</td>
<td>Main idea is acceptable and supported with current and relevant evidence that may be researched based. Main idea is generally consistent with context and content.</td>
<td>Main idea is acceptable and supported with current and relevant evidence that may be researched based. Main idea is generally consistent with context and content.</td>
<td>Main idea is generally consistent with context and content.</td>
<td>500</td>
</tr>
<tr>
<td>Organization</td>
<td>Uses logical sequencing as required of the assignment to develop main idea and content.</td>
<td>Uses highly logical sequencing including introduction, transitions between paragraphs, and summary/ conclusion to fully develop main idea(s) and content.</td>
<td>Uses moderately logical sequencing including introduction, transitions between paragraphs, and summary/ conclusion to generally develop main idea(s) and content.</td>
<td>Uses partially logical sequencing, including transitions between paragraphs, and summary/ conclusion to generally develop main idea(s) and content.</td>
<td>Uses little or no logical sequencing, skills introduction, and transitions between paragraphs and summary/ conclusion. Main idea(s) and content remain undeveloped.</td>
</tr>
<tr>
<td>Grammar/Spelling</td>
<td>Uses correct grammar, spelling, and punctuation accurately and correctly.</td>
<td>Demonstrates virtually error-free grammar, spelling and punctuation.</td>
<td>Demonstrates very few errors in grammar, spelling and punctuation.</td>
<td>Demonstrates numerous errors in grammar, spelling and punctuation.</td>
<td>Demonstrates unacceptable amount and type of errors in grammar, spelling and punctuation.</td>
</tr>
<tr>
<td>Technology Management</td>
<td>Uses accurate electronic documents and appropriate format, style, and accuracy.</td>
<td>Shows exceptional skills in creating accurate electronic documents.</td>
<td>Shows good skills in creating accurate electronic documents.</td>
<td>Shows fair skills in creating accurate electronic documents.</td>
<td>Shows minimal or no skills in creating accurate electronic documents.</td>
</tr>
<tr>
<td>Information Retrieval</td>
<td>Utilizes technology to research, evaluate, analyze, and communicate information retrieved from appropriate resources.</td>
<td>Uses technology extremely effectively to research, evaluate, analyze, and communicate information from very appropriate resources.</td>
<td>Uses technology very effectively to research, evaluate, analyze, and communicate information from most appropriate resources.</td>
<td>Uses technology somewhat effectively to research, evaluate, analyze, and communicate information from appropriate resources.</td>
<td>Uses technology ineffectively or not at all to research, evaluate, analyze, and communicate information from inappropriate resources.</td>
</tr>
</tbody>
</table>
## Appendix D

### ComR Rubric Phase II

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>EXEMPLARY 3.1-4.0</th>
<th>COMPETENT 3.1-3.0</th>
<th>MARGINAL 1.1-2.0</th>
<th>UNSATISFACTORY 0.0-1.0</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptualization/Content/Ideas</td>
<td>Identifies and articulates the main ideas/issue(s) in a way that is appropriate for the audience, research, context, and purpose of the assignment.</td>
<td>Identifies and articulates the main ideas/issue(s) in a way that is appropriate for the audience, research, context, and purpose of the assignment.</td>
<td>Identifies and articulates the main ideas/issue(s) in a way that is appropriate for the audience, research, context, and purpose of the assignment.</td>
<td>Insufficiently identifies and articulates the main ideas/issue(s) in a way that is appropriate for the audience, research, context, and purpose of the assignment.</td>
<td>0.00</td>
</tr>
<tr>
<td>Analysis/Evaluation</td>
<td>Examines information in an effective way; integrates key ideas from multiple sources; analyzes, generalizes, and synthesizes ideas; draws logical conclusions; and demonstrates critical thinking.</td>
<td>Examines information in an effective way; integrates key ideas from multiple sources; analyzes, generalizes, and synthesizes ideas; draws logical conclusions; and demonstrates critical thinking.</td>
<td>Examines information in an effective way; integrates key ideas from multiple sources; analyzes, generalizes, and synthesizes ideas; draws logical conclusions; and demonstrates critical thinking.</td>
<td>Examines information in an ineffective way; fails to analyze, generalize, and synthesize ideas; and demonstrates limited critical thinking.</td>
<td>0.00</td>
</tr>
<tr>
<td>Synthesis/Support</td>
<td>Consistently integrates evidence from multiple sources; develops a coherent and logical argument; and effectively communicates ideas.</td>
<td>Occasionally integrates evidence from multiple sources; develops a logical argument; and communicates ideas effectively.</td>
<td>Rarely integrates evidence from multiple sources; develops an argument; and communicates ideas effectively.</td>
<td>Rarely integrates evidence from multiple sources; develops an argument; and communicates ideas effectively.</td>
<td>0.00</td>
</tr>
<tr>
<td>Conclusion/Implications</td>
<td>Forms a conclusion in a highly effective manner; integrates evidence from multiple sources; and effectively communicates ideas.</td>
<td>Forms a conclusion in a partly effective manner; integrates evidence from multiple sources; and communicates ideas effectively.</td>
<td>Rarely forms a conclusion; integrates evidence from multiple sources; and communicates ideas effectively.</td>
<td>Rarely forms a conclusion; integrates evidence from multiple sources; and communicates ideas effectively.</td>
<td>0.00</td>
</tr>
<tr>
<td>Organization</td>
<td>Uses logical sequencing as required by the assignment; develops the main ideas and content; and uses logical sequencing as required by the assignment; develops the main ideas and content.</td>
<td>Uses logical sequencing as required by the assignment; develops the main ideas and content; and uses logical sequencing as required by the assignment; develops the main ideas and content.</td>
<td>Rarely uses logical sequencing as required by the assignment; develops the main ideas and content.</td>
<td>Rarely uses logical sequencing as required by the assignment; develops the main ideas and content.</td>
<td>0.00</td>
</tr>
<tr>
<td>Writing Mechanics</td>
<td>Uses logic, grammar, spelling, and punctuation accurately and concisely.</td>
<td>Uses logic, grammar, spelling, and punctuation accurately and concisely.</td>
<td>Rarely uses logic, grammar, spelling, and punctuation accurately and concisely.</td>
<td>Rarely uses logic, grammar, spelling, and punctuation accurately and concisely.</td>
<td>0.00</td>
</tr>
<tr>
<td>APA Compliance</td>
<td>Uses APA style.</td>
<td>Uses APA style.</td>
<td>Rarely uses APA style.</td>
<td>Rarely uses APA style.</td>
<td>0.00</td>
</tr>
<tr>
<td>Technology Application</td>
<td>Creates an electronic document that complies with all of the assignment specifications.</td>
<td>Creates an electronic document that complies with all of the assignment specifications.</td>
<td>Rarely creates an electronic document that complies with all of the assignment specifications.</td>
<td>Rarely creates an electronic document that complies with all of the assignment specifications.</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Book Review

REVIEWED BY:
Linda J. Sax, Ph.D.
University of California, Los Angeles

Twenty years ago I was fortunate enough to have read the first edition of Assessment for Excellence (Astin, 1991) while enrolled in a graduate course on assessment taught by Alexander Astin. I recall appreciating the book’s point of view, conversational tone, clear explication of methods, and thought-provoking commentary. I relied extensively on that book in order to learn the key conceptual and methodological issues surrounding assessment, and for the last eighteen years have used it as the primary textbook in my graduate courses on assessment and evaluation in higher education.

In recent years, however, I noticed that although the basic principles and methods detailed in the first edition were as relevant as they were when the book was first published, the assessment context had changed. The first edition was written just after the assessment movement gained steam in the 1980s, a time when colleges and universities were expanding their student assessment activities in response to mounting criticism of higher education’s assessment efforts and growing state and federal demands on colleges to demonstrate student outcomes. In the original book, Astin noted that “although a great deal of assessment activity goes on in America’s colleges and universities, much of it is of very little benefit to either students, faculty, administrators, or institutions. On the contrary, some of our assessment activities seem to conflict with our most basic educational mission.” (Astin, 1991, p. ix).

In the book’s second edition, co-written by Astin and Anthony Antonio, that very same argument is made. This alone is a statement on how little our philosophical approach to assessment has evolved (even as new methodological approaches have proliferated). The current edition of Assessment for Excellence is set in the contemporary context during which interest in student assessment has intensified, especially interest in accountability and assessment of learning outcomes (e.g., the Spellings Report [U.S. Department of Education, 2006]). Astin and Antonio argue that the current literature on assessment remains problematic both because it lacks coherence and because it is not useful in practice.

In many ways, this book offers an antidote to such deficiencies. Though heavy with critique (and even a hint of exasperation at how little has changed), the book makes an important contribution to the literature by weaving the philosophy and psychology surrounding assessment together with actionable approaches for data collection, analysis and dissemination. Just like the first edition, the second edition is an invaluable resource for individuals who are involved in planning, conducting or utilizing college student assessment.

In the original book, Astin noted that “although a great deal of assessment activity goes on in America’s colleges and universities, much of it is of very little benefit to either students, faculty, administrators, or institutions. On the contrary, some of our assessment activities seem to conflict with our most basic educational mission. In the book’s second edition that very same argument is made. This alone is a statement on how little our philosophical approach to assessment has evolved (even as new methodological approaches have proliferated).

In Chapter 1, Astin and Antonio argue that although “the basic purpose of assessing students is to enhance their educational development” (p. 5), this goal is generally not met by traditional assessment practice. Instead, they describe assessment as too often driven by narrow definitions of excellence that prioritize an institution’s resources and reputation rather than the college’s effectiveness at developing the talents of its students. As was a central message of the first edition, this edition calls for assessment practices that enable institutions to know how their specific curricula, practices, and programs make a difference in their students’ cognitive and affective development.

Their recommended conceptual approach is the Input-Environment-Outcome Model for assessment, which provides a framework for thinking about how college affects students. As detailed in Chapter 2, a central premise of the model is that one must consider the characteristics of students prior to their exposure to college (known as “inputs”) before presuming that college environments or experiences have an effect on student outcomes. They emphasize that college “outcomes” include a wide variety of student characteristics ranging from cognitive to affective and from psychological to behavioral so that the multi-dimensional nature of college impact may be considered (“outcomes” elaborated in Chapter 3). They point out that the range of inputs also can be quite broad, including family background, pre-college skills, abilities, goals, aspirations, and values (“inputs” elaborated in Chapter 4). College “environments” also reflect a broad range, from structural characteristics of institutions (e.g., size, type and selectivity, or characteristics of the peer and faculty environment) to student-determined environments, such as academic engagement, interactions with family and friends.
employment, and extracurricular activities (“environments” elaborated in Chapter 5). Explication of the I-E-O model is especially useful for individuals involved in the design of assessment studies because they encourage the reader to think broadly and creatively about what constitutes an educational environment and which outcomes are (and ought to be) valued.

Astin and antonio argue that the current literature on assessment remains problematic because it lacks coherence and because it is not useful in practice.

A particularly useful section in Chapter 2 is the discussion of “Incomplete Designs.” These include: Outcome-Only Assessment (e.g., using a final exam to assess what students “know” as opposed to what they have “learned”); Environment-Outcome Assessment (e.g., presuming that between-institution variations in degree attainment are a reflection of each college’s “effectiveness” at retaining students); Input-Outcome Assessments (i.e., presuming that student change and growth during college is a function of college attendance); and Environment-Only Assessment (e.g., equating well-resourced colleges or highly productive faculty with “quality” learning environments). Discussion of these incomplete designs is instructive because all readers will presumably recognize these approaches at their own institutions, but perhaps do not realize the limitations they present.

Whereas Chapters 2, 3, 4, and 5 give readers a framework for thinking about assessment, Chapter 6 helps readers understand how assessment data can be analyzed. Astin and antonio describe the purpose and application of basic statistical methods, both descriptive (e.g., two-way cross-tabulations, correlations) and causal (e.g., cross-tabulations with three or more variables, regression analysis). All concepts are presented in a manner that can be understood by people with little or no prior knowledge of statistics. Further, this edition incorporates a new section that distinguishes among five statistical techniques that can be used to conduct I-E-O based analyses: simple multiple regression, hierarchical blocked multiple regression, stepwise blocked multiple regression, structural equation modeling, and multilevel modeling. As an instructor who incorporates all of these methods into teaching about assessment, this new section is invaluable.

Chapter 7 shifts gears by moving away from a technical presentation of methods and into a discussion of how assessment results can be made useful. Astin and antonio emphasize that in order to be useful, assessment results should inform practitioners about the connections between what they are doing in practice and how that relates to student outcomes. In other words, it is not enough to know that students rate favorably on achievement, satisfaction or other college outcomes without understanding whether (and how) such outcomes are the result of anything the college has done to facilitate such positive results. They caution, however, that even when such knowledge is communicated—whether to faculty, administrators or students—it does not always translate directly into practice because of the resistance that may surface within these campus constituencies. As such, they describe eight different strategies (referred to as “academic games”) that faculty and administrators use as a means of dismissing assessment results. Whether readers practice assessment or not, they will likely be amused by some of these descriptions since they have probably witnessed one or more such tactics in their own professional lives. Who among us has not witnessed “passing the buck” on an issue by establishing a committee to examine it further? And we have probably all experienced colleagues who effectively discredited results by raising questions about validity and reliability. These are such astute observations of academic life which, although presented in the context of assessment, are transferable to all academic contexts.

Once previous chapters have set the stage for how assessment can be conceptualized, conducted, and made useful, Chapter 8 provides readers with concrete examples of what might be contained in a student assessment database. Though some readers might be tempted to skip this chapter if they are not directly involved in the technical aspects of assessment, Astin and antonio caution that all parties should understand how these databases are constructed so that they can appreciate the challenges and possibilities of assessment. Importantly, this edition includes a substantial new section that reviews five major assessment programs: the Cooperative Institutional Research Program (CIRP), the National Survey of Student Engagement (NSSE), the Beginning College Survey of Student Engagement (BCSSE), the Collegiate Learning Assessment (CLA), and the Collegiate Assessment of Academic Progress (GAAP). Further, they discuss the usefulness of each of these survey programs in the context of talent development and the I-E-O model.

The book makes an important contribution to the literature by weaving the philosophy and psychology surrounding assessment together with actionable approaches for data collection, analysis and dissemination.

The next two chapters go into greater depth on key points made in Chapter 1, with Chapter 9 expanding on the ways in which assessment can provide direct feedback to the learner (whether students or faculty), and Chapter 10 focusing on how our current educational system reinforces socioeconomic inequities among students by emphasizing resources and reputations over talent development. Astin and antonio make a strong argument for a shift in our collective thinking about the purpose of higher education by encouraging us to consider who it is designed to benefit most. Readers familiar with the first edition may notice that little
has changed in terms of the book’s argument that assessment practices have the potential to promote educational equity if they focus on maximizing talent development, but that current practices tend to reinforce inequitable conditions by giving institutions little incentive to admit students who may have the most to gain from college.

As mentioned above, this revised edition is important because it places the discussion about assessment in contemporary context. This is especially evident in Chapter 11, which argues that the assessment movement’s growing emphasis on accountability places too much emphasis on student learning outcomes as opposed to the processes that might facilitate learning. Astin and Antonio argue that “the true test of any state assessment policy is not whether it makes institutions more accountable but whether it serves to enhance the talent development function of its higher education institutions” (p. 238). Institutional leaders and state-level policy makers will be especially interested in this chapter’s description of five assessment approaches and their potential for enhancing talent development. Astin and Antonio propose an alternative approach which incentivizes state higher education systems to work cooperatively to maximize student learning and development in all sectors of the system, rather than competing against each other and compromising talent development.

If readers want an abridged version of the major points covered in all chapters, it is recommended that they read the summary contained in Chapter 12. This chapter reiterates the central messages of the book—that longitudinal assessment of students is essential if institutions are to take seriously their commitment to talent development, and that assessment practice must be designed so that students are better informed about what and how they learn, and educators and administrators are better informed about how their teaching practices and educational programming affect students. Though this chapter (and the entire book) is strong on critique, it also conveys hope. It reminds the reader that the future of assessment is in the hands of people who have the power to alter its course: “The capacity for higher education to be a positive change agent in the U.S. society will depend on our ability to transcend our institutional egos, our narcissism, and our self-interest, and to concern ourselves more directly with the impact we are having on our students and communities” (p. 275).

If readers want an abridged version of the major points covered in all chapters, it is recommended that they read the summary contained in Chapter 12.

One of the most valuable features of the book is the appendix, which provides readers with the building blocks for understanding regression, beginning with basic statistics and correlations, then moving through various regression-based techniques, and also offering more sophisticated concepts such as interaction effects and stepwise fluctuations in regression coefficients.

Now that the book is updated, those of us teaching graduate courses in assessment and evaluation have a vital instructional resource for many years to come. The book also remains invaluable for all individuals who will benefit from a philosophical understanding of assessment. Ultimately, this second edition of Assessment for Excellence, like the first, encourages us to think about student assessment—What should be assessed? What do we value?—and also gives readers the tools to engage in assessment that is grounded in the talent development perspective.
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The last chapter of *Reinventing Higher Education: The Promise of Innovation* seems to sum up the book’s premise best: make sure students are learning, and hold faculty and administrators accountable for that learning. The book’s eight chapters are organized into three basic themes and offer numerous examples of innovative practices across the spectrum of private, public, and for-profit institutions. The book’s themes include: a look at barriers to innovation in higher education; examples of innovations currently being implemented; and a glimpse into the future of non-traditional universities. The editors incorporate contributions from authors from academia as well as the private sector. The contributors who hail from academia hold posts either in or associated with schools of business, and many of the authors advocate tenets of a business model. The contributors represent institutions such as University of Southern California (USC) and Massachusetts Institute of Technology (MIT).

What exactly does it mean to be innovative? Dominic J. Brewer and William G. Tierney address that question in the first chapter. They define innovation as “a new method, custom, or device – a change in the way of doing things... Innovation is linked to creativity, risk taking, and experimentation, attributes that are often lacking in large, public, or non-profit organizations” (p. 15). Innovation, as exemplified in this text, occurs most readily when following the lead of the private sector.

They define innovation as “a new method, custom, or device – a change in the way of doing things... Innovation is linked to creativity, risk taking, and experimentation, attributes that are often lacking in large, public, or non-profit organizations.”

This pro-business ethos of innovation is clearly supported throughout the book’s chapters. For example, in the chapter titled “Creative Paths to Boosting Academic Productivity” William F. Massy likens the redesign of courses and their sequencing to business process reengineering used to increase productivity. Using the studio courses developed at Rensselaer Polytechnic Institute (RPI) in the 1990’s as an example, Massy explains that the benefits of such courses extend past learning and teaching and into the realm of accounting. At RPI, it was more cost-effective to run one larger studio section utilizing technology than it was to have two smaller sections using a traditional lecture format. The RPI model is akin to the flipped classroom that many secondary and higher education institutions have been exploring. Another example of innovation tied to private business is given in the chapter “For-Profit Sector Innovations in Business Models and Organizational Cultures.” Guilbert C. Hentschke writes that, unlike public and not-for-profit colleges and universities, for-profit higher education institutions often work with local and national employer advisory groups that listen to market performance to decide which programs to add and drop.

The private sector also is the foundation for journalist Jon Marcus’s showcase of Harrisburg University of Science and Technology in Pennsylvania in the chapter “Old School: Four-Hundred Years of Resistance to Change.” The for-profit institution, which has no tenure, utilizes corporate faculty from the high-tech sector as well as faculty who left tenure-track positions at other institutions. Ronald G. Ehrenberg continues this discussion of questioning the current tenure paradigm in the chapter “Rethinking the Professoriate.” Capella University’s faculty are judged by their students’ success in achieving the institution’s very specific outcomes; raises are based on performance evaluations rather than tenure status or union salary schedules. These innovative practices of evaluation and lack of tenure can also apply to traditional public and not-for-profit institutions. Ehrenberg gives the example of New York University, which has created a professional class of teaching faculty, a class deemed as equal to their research-focused peers. Public community colleges can also rethink expectations of instructors and use performance measures as one evaluative measure. Paul Osterman concludes that community colleges need to create systems that work not only toward a narrow mission but also are held accountable. “Forward progress,” he writes, “requires additional resources that are aggressively linked to performance” (p. 158).

Discussion of evaluations based on the traditional teaching/research/service triumvirate continues in “Creative Paths to Boosting Academic Productivity” where Massy focuses on teaching and learning productivity, or what he calls “instructional productivity” (p. 74). Pursuing prestige through research poses a tension with teaching obligations, and so faculty tend to “satisfice” (p. 78) their teaching, meaning faculty do an average job of teaching to satisfy this piece of the tenure pie and then focus on the larger slice of research. He writes, “The implication of satisficing is ‘Good enough is,’ which stops continuous improvement in its tracks” (p. 78). The problem, Massy asserts, is that there is great difficulty in measuring the quality of higher educational instruction outputs, and that it is difficult to improve something one can’t measure. He makes a strong point, though he himself acknowledges national efforts such as the National Survey of Student Engagement are being undertaken to begin addressing such measurement.
However, if institutions truly want to take undergraduate education seriously, they will place an emphasis on the quality of teaching.

This focus on teaching is not only seen in the physical classroom but in digital spaces as well. Peter Stokes, the executive vice president and chief research officer for the private research and consulting company Edventures, advocates a decentering of faculty and a centering of students in the chapter “What Online Learning Can Teach Us about Higher Education.” Stokes’s emphasis on the positive disruption of the online environment in forcing educators to reconsider what we know about the traditional classroom and traditional learning is a loud message to hear. Some of this positive disruption is already taking place such as through massive open online courses (MOOCs) and courses administered through a flipped teaching model.

The clearest example of the need to reconsider traditional education models is seen in the book’s last chapter, “The Mayo Clinic of Higher Ed” authored by editor Kevin Carey. He highlights the University of Minnesota-Rochester (UMR), “a campus based on the idea that most of what we know about how a public university should operate is wrong, and that it can be done better, for modest amounts of money, right away” (p. 226). UMR demonstrates innovative practices in teaching and tenure practices. UMR faculty from different disciplines collaborated to create a sequenced curriculum map, and the institution has a relationship with the nearby Mayo Clinic so doctors and researchers are guest lecturers, and students have access to surgical mannequins, Mayo Clinic labs, and other facilities. The senior year for UMR students is dedicated to a personalized capstone experience. Tenure at UMR is based on teaching, research in the academic disciplines, and research about teaching. These ideas are sound for effective learning and teaching, and, fortunately, some of these ideas are happening at other institutions as well. This concluding chapter brings together all the impactful innovations shared in the ones preceding it and shows that with visionary leadership, such positive impact on student learning can indeed happen in a public university.

If institutions truly want to take undergraduate education seriously, they will place an emphasis on the quality of teaching.

This focus on assessment of student learning, as reiterated in the final chapter, needs to underscore all innovative practices and provoke the reader to consider questions related to assessment of learning outcomes.

The foundational ideas of mapping UMR’s curriculum that Carey shares may not be pervasive in higher education, but have been a part of K-12 education for years. Similarly, K-12 education focused at length on student learning outcomes, and now with the Common Core State Standards Initiative (2012), 45 states have agreed to work toward outcomes that ensure students are college and career ready. This false dichotomy of college or career also needs to be addressed by those in higher education. In the first chapter, Brewer and Tierney write, “Currently, we know very little about what works in college instruction and curriculum,” (p. 38). However, many teaching and learning centers in higher education do know what works, and K-12 models also can be used as guides for what can work.

Assessment practitioners need to understand the practices and trends that exist outside their institutions, and this does not mean simply conducting an analysis of peer schools. As Reinventing Higher Education clearly underscores, assessment professionals should look beyond campus, explore what innovations are taking place in the private sector as well as in K-12 education, and apply the best from all sectors to students and their learning. This text seeks to present possibilities of some of these efforts, with the best example of holistic success happening at UMR.

The text would make an even more persuasive argument if it did not consistently make broad general assumptions. For example, some of the writers dismiss current instruction in higher education as purely “traditional” (i.e., lecture) and assume unfairly that students are being taught via rote memorization only. Another often-made generalization is the emphasis on prestige as a powerful driver in maintaining the status quo. True, the elite colleges are undoubtedly help in nurturing and creating students who are learners. If one substitutes business operations and profits with outcomes and learning, the importance of constant review becomes more understandable. Large public institutions can take the good of a private business model and apply it to credit hours, teaching loads, and research requirements.

This focus on assessment of student learning, as reiterated in the final chapter, needs to underscore all innovative practices and provoke the reader to consider questions related to assessment of learning outcomes.
United States is home to nearly 4,600 public and private institutions of higher learning and only a few are considered prestigious. However, all of these institutions, prestigious or not, need to ensure students are learning.

**Assessment practitioners need to understand the practices and trends that exist outside their institutions, and this does not mean simply conducting an analysis of peer schools.**

*Reinventing Higher Education: The Promise of Innovation* offers thought-provoking commentary addressing some of the very large elephants in many conversations having to do with improving higher education. The ideas that are presented in the book’s eight chapters are not necessarily new; however, they are innovative in that they challenge historical paradigms in a collective manner. As long as all stakeholders, regardless of title or department, keep talking and working toward student learning and measurement of student learning, these conversations will be headed in the right direction.
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We keep repeating that the world is making progress and that men must constantly be urged to pursue it. But true progress consists in the discovery of something hidden. Frequently it may be something that simply needs to be improved or perfected. No reward is offered for the discovery of something not foreseen; and, in fact, one who tries to bring it to light is frequently persecuted. It would be a disaster if poems were written solely with the hope of winning a state award. It would be better for a poet’s vision to remain concealed within him and for the poetic Muse to disappear. A poem should flow from a poet’s mind when he is not thinking of a reward or of himself; and even if he wins a prize, it should never make him proud.

Maria Montessori, The Discovery Of The Child,
Italian physician and educator (1870 – 1952)
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