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Abstract
We examined if students’ understanding about the purpose and use of institutional 
assessment scores was affected by moving to remote testing due to COVID-19. 
Moreover, we examined if students’ knowledge about the purpose of outcomes 
assessment related to their effort on these tests. If knowledge about accountability 
testing and effort were positively related, we could design interventions to increase 
knowledge and, in turn, increase effort. We gathered data on knowledge about 
institutional accountability testing and test-taking effort from students differing in 
year in school and whether tests were completed remotely or in person. Knowledge 
about assessment testing was high with negligible differences in knowledge across 
year in school and testing context. Knowledge related positively to test-taking effort. 
Testing context and year in school did not moderate this relation. In sum, students 
who better understood that outcomes assessment was used for accountability and 
improvement efforts expended more effort on these assessments.
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 Higher education institutions engage in outcomes assessment to respond to 
institutional accountability mandates (U.S. Department of Education, 2006) and to inform 
programming changes to improve student learning and development (Fulcher & Prendergast, 
2021). The student learning and development outcomes that are assessed, reported, and 
used for improvement are often the outcomes of multi-faceted education experiences, such 
as general education programming (Mathers et al., 2018; Stone & Friedman, 2002), academic 
degree programs (Allen, 2004), quality enhancement plans (Miller et al., 2019; Smith & 
Finney, 2020), and student affairs programs (e.g., Kerr et al., 2020). Outcomes assessment 
data for institutional accountability and improvement purposes often is not associated with 
an individual course, but rather tied to several academic and/or student affairs learning 
experiences. Thus, the assessment of these outcomes often does not inform course grades, 
graduation, admission into a major, or other high-stakes outcomes for students. These 
institutional effectiveness assessments are often low stakes for students, meaning there are 
no personal consequences associated with their performance. 

 Studies have shown that students perform better when assessments are perceived as 
high stakes versus low stakes. Wise and DeMars (2005) summarized studies that compared 
test performance across examinee groups who were administered the same test but under 
high-stakes versus low-stakes conditions. Examinees in the low-stakes condition scored .59 
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SD lower than those in the high-stakes condition. During institutional effectiveness testing, 
students may not know if the assessments they are completing are low or high stakes. Their 
understanding of the stakes of the assessment may influence their test performance. 

 Moreover, studies have shown that students expend more effort when tests are 
perceived as high stakes versus low stakes. Sundre and Kistansas (2004) found that self-
reported effort was lower when a test was described as low versus high stakes. Unlike 
high-stakes tests, where students tend to expend the effort necessary to reflect their ability, 
low-stakes tests tend to be associated with greater variability in effort, with some students 
expending a high degree of effort and others not. Expended effort positively covaries with 
test scores, indicating that test scores reflect expended effort to some extent (Cole et al., 2008; 
Eklöf et al., 2014; Myers & Finney, 2021). Moreover, effort covaries with students’ perceived 
test importance (Finney et al., 2018; Penk & Richter, 2017; Rios, 2021), test emotions (Finney, 
Perkins, & Satkus, 2020; Finney, Satkus, & Perkins, 2020; Penk & Schipolowski, 2015; Perkins 
et al., 2021; Satkus & Finney, 2021), personality (Barry & Finney, 2016; Barry et al., 2010; 
Freund & Holling, 2011; Kopp et al., 2011), and attitudes toward accountability testing (Zhao 
et al., 2020; Zilberberg et al., 2014). 

Students’ Knowledge of  the Purpose and Use of  Outcomes Assessment 
Data
 We were interested in examining if knowledge about the purpose and use of 
assessment scores also related to expended effort. If knowledge about assessment for 
institutional effectiveness purposes and test-taking effort were positively related, we 
could design interventions to increase knowledge and, in turn, possibly increase effort. 
Interventions to influence knowledge may be easier to create than interventions to influence 
test importance, test emotions, or attitudes toward accountability testing, and, of course, 
trying to change personality is futile. With that said, we were unsure if understanding the 
purpose and use of institutional effectiveness test data would relate positively or negatively 
with effort. It may be that having an accurate understanding of the low-stakes nature of the 
test leads to lower expended effort.  

 A student’s understanding of the purpose and use of test scores for institutional 
effectiveness may be influenced by a variety of things, including what information is shared 
with students, how it is shared, and how receptive students are to the information. For 
instance, the information itself may be high quality, but the delivery of the information may 
be poor. Likewise, the information and delivery may be high quality, but students may not 
be engaged in receiving the information (e.g., do not read or listen to information provided). 
When our institutional accountability testing moved online due to the COVID-19 pandemic, 
it provided us with an opportunity to assess students’ understanding of institutional-level 
assessment efforts and to assess if this understanding was impacted by the modality of the 
testing (in-person proctored testing prior to the pandemic versus remote, unproctored testing 
during the pandemic). 

 We were also able to examine if understanding of institutional assessment differed 
across student groups, specifically incoming first-year students and more advanced students 
(students who had completed 45-70 credit hours; typically 1.5 years at the institution). 
Students earlier in their college career may differ from more advanced students with 
respect to their understanding of institutional accountability testing and its impact on them 
personally. Numerous studies have found that older students exhibit lower effort on low-
stakes tests than younger students (e.g., Finney et al., 2016; Rios & Guo, 2020; Thelk et al., 
2009). It is unknown if the difference in effort across student age groups is due to older 
students understanding the low-stakes nature of the tests better than younger students. 
Thus, we examined if incoming first-year students differed from more advanced students in 
their understanding of institutional-level assessment efforts and if this difference related to 
differences in test-taking motivation.

 Students' 
understanding of   
the stakes of  the  
assessment may  

influence their test 
performance.
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 Although our institution shares a great deal of information about the purpose and 
use of institutional effectiveness testing data throughout a students’ college career (described 
in the Methods section), we were unsure of the level of students’ understanding. Anecdotally, 
we heard from some faculty that students do not understand why they are being tested, who 
sees the scores, or how scores are being used. Some faculty claimed this lack of knowledge 
resulted in low motivation to perform well on the tests. Other faculty claimed the opposite: 
more advanced students, unlike incoming students, do understand the purpose of testing and, 
in particular, understand there are no personal consequences for poor performance. These 
faculty would often attribute minimal increases in outcome scores to the decreased effort of 
more advanced students who better understood the low-stakes nature of the tests. Although 
we understood the logic of both claims, there were no data to support either hypothesis. 

 Moreover, studies examining college students’ understanding of institutional 
accountability testing is limited. There are concerns that misunderstandings abound. “Many 
of the criticisms we hear about educational assessments appear to be based on misconceptions. 
Some of them are due to persons simply misunderstanding the meaning of test scores and 
their implications for instructional improvement and school accountability” (Goodman & 
Hambleton, 2005, p. 107). What do students understand regarding accountability testing? 
One study examined college students’ understanding of federal K-12 accountability 
testing (Zilberberg et al., 2012). Performance was poor. For incoming students, item-level 
performance ranged from 20% of students answering correctly to 74% of students answering 
correctly, with less than 50% of students answering six of the nine items correctly. More 
advanced students had similar levels of misunderstanding, with 50% or less answering six of 
the nine items correctly. Paradoxically, both incoming and more advanced students indicated 
a moderate level of confidence in their answers. It is unknown what information was shared 
with these students about the purpose and use of the K-12 institutional accountability test 
scores. Thus, prior to conducting the current study, we did not hypothesize expected levels 
of understanding or how this understanding would relate to modality of testing, year in 
school, or expended effort on the test. Instead, this was an exploratory study to provide initial 
insight into students’ understanding of the purpose and use of higher education institutional 
accountability assessment scores. 

Purpose of  the Current Study
 Despite the widespread use of testing for institutional accountability and 
improvement, little is known about students’ understanding of institutional accountability 
testing, and even less is known about how this understanding relates to students’ test-taking 
behavior. The purpose of our study was to examine students’ understanding of the purpose 
of institutional accountability assessment scores at our higher education institution. We 
examined this understanding for both incoming students at the start of the fall semester and 
more advanced students with over a year at the institution. Moreover, given the move to 
remote testing due to COVID, we examined if different modalities of testing were associated 
with students’ understanding of testing for institutional accountability and improvement. 
We also examined if students’ knowledge about the purpose of outcomes assessment related 
to their effort on these tests. We were unsure if understanding the purpose of institutional 
accountability test data would relate positively or negatively with effort and if this relation 
would be moderated by student group or testing modality. No matter the results, there would 
be implications for testing practices. 

Methods

Information Sharing and Testing Procedures
 For more than 30 years, James Madison University has used Assessment Days 
to collect longitudinal data on student learning outcomes. Our model ensures that all 
incoming students are tested twice: once in the fall semester as incoming students and 
again in the spring semester after accumulating 45-70 credit hours (Pastor et al., 2019). 
Although a student completes only four instruments each Assessment Day, 25 different 
assessments are typically administered, thereby allowing for examination of learning gains 
on a variety of outcomes. 

Despite widespread 
use of  institutional 
effectiveness testing, 
students' understanding 
of  its purpose and 
use remains unclear, 
with anecdotal 
reports suggesting 
misconceptions  
and varied levels  
of  motivation.
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 The goal of Assessment Days is to collect data for interpretation at the program level, 
not the individual student level. Thus, assessment results are high stakes for the educational 
programs being assessed but low stakes for students. Individual student scores are not 
reported, nor do the scores have any individual implications. In other words, students are 
simply required to attend Assessment Days but are not required to receive passing scores on 
the assessments.

 Our study used data from Fall 2019 (FA19), Spring 2020 (SP20), Fall 2020 (FA20), and 
Spring 2021 (SP21) Assessment Days. The four administrations differed in the year in school 
of students being tested, with FA19 and FA20 testing incoming first-year students and SP20 
and SP21 testing more advanced students. The administrations also differed in format, with 
FA19 and SP20 occurring before COVID restrictions and FA20 and SP21 occurring during 
COVID restrictions. The differences in procedures associated with the two administrative 
formats are described below. 

In-person Proctored Testing prior to COVID
 The FA19 and SP20 administrations were typical of the Assessment Day experience 
at our institution. The FA19 Assessment Day took place during first-year orientation, just 
prior to the start of fall classes. The SP20 Assessment Day took place on a Tuesday in mid-
February. As the name suggests, both Assessments Days took place on a single day. All classes 
were cancelled until 4:00 p.m. in SP20 to allow students, faculty, and staff to participate in 
assessment activities. 

 For both FA19 and SP20 Assessment Days, students were randomly assigned one 
of three two-hour sessions where they completed three to four assessments aligned with 
learning objectives in general education and other wide-reaching university initiatives. 
The majority of testing took place in classrooms where students provided their responses 
on Scantrons (i.e., optical answer sheets); only 20% of students were tested in computer 
labs where responses were collected through computer-based testing platforms. All testing 
sessions were facilitated by trained proctors to ensure standardized conditions.

 Students were informed about Assessment Day through the undergraduate catalog, 
multiple emails, and alerts via university social media outlets. A link to the Assessment Day 
website was provided in all communications and a video about the purpose of Assessment 
Day was shown to students just prior to testing. University policy for nonattendance on 
Assessment Day is a hold placed on the student's record which blocks the student from 
registering for next semester's classes. Once the student completes makeup testing, the hold 
is removed.

Remote, Unproctored Testing during COVID
 COVID necessitated changes to Assessment Day procedures in FA20 and SP21 (Pastor 
& Love, 2020). In both FA20 and SP21, students were asked to complete the assessments 
remotely, without a proctor, and during a specific testing window. In FA20, the testing window 
spanned from about a week before the start of classes to a little over three weeks after the start 
of classes. Taking advantage of classes being cancelled for Spring Assessment Day, students 
were asked to complete their requirement on Assessment Day or the day afterward in SP21. 

 Thus, FA20 and SP21 Assessment Days differed from typical administrations in that 
all students were allowed to complete their assessments remotely, without a proctor, on a 
computer-based testing platform, and at any time they pleased during the testing window. 
Although students were told holds would be placed if they failed to complete the requirement 
by the deadline, to minimize disruption in academic progress, no holds were placed in FA20 
and SP21. 

 Similar to the typical in-person administration, in FA20 and SP21 students were 
informed about Assessment Day through the undergraduate catalog, multiple emails, and 
alerts via university social media outlets. A link to the Assessment Day website was provided 
in all communications and a video about the purpose of Assessment Day was shown to all 
students just prior to the start of remote testing.

 Assessment Days 
collect program-level data, 

not individual student 
scores, making them 

low-stakes for students.
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Participants
 Table 1 illustrates how the final sample for each Assessment Day administration was 
obtained. We begin with the number of students required to participate in each administration 
and end with the sample sizes used in the current study. Students were randomly assigned 
to assessments and only a subset of students were assigned to complete the assessments used 
in the present study. Because previous research indicates that students who attend make-up 
testing sessions differ from those who attend Assessment Day (Swerdzewski et al., 2009), 
we only considered students who completed the assessments on Assessment Day in FA19 
and SP20 or by the deadlines in FA20 and SP21. We further limited the data to only those 
who provided research consent, were > 18 years of age, and provided valid, non-missing 
responses to all items. Because preliminary analysis indicated problems with streamlining 
responses (providing the same response to all items on a given scale), we also deleted students 
streamlining on any scale1. Finally, for students tested during more than one administration, 
we randomly selected which administration’s data to retain to reduce dependencies in the 
data, resulting in the final sample sizes in the far right column of Table 1. A total of 7,513 
students comprised the final sample, with 577 (8%), 2,660 (35%), 1,901 (25%), and 2,375 (32%) 
tested during the FA19, FA20, SP20, and SP21 administrations, respectively. The majority 
(63%) of students in the final sample self-identified as female and 77% self-identified as 
White with all other races/ethnicities each represented by 7% or less of the students. These 
demographics align with those of the institution.   

1 The effort and importance items are responded to on a scale with values of 1 = Strongly disagree, 2 = Disagree, 3 = 
Neither agree nor disagree, 4 = Agree, and 5 = Strongly agree. With the exception of a response of 3 to all items, the same 
response to all items on either subscale is nonsensical given the presence of reverse-scored items. Students who 
provided responses of all 1s, 2s, 4s, or 5s to items on either subscale were deleted. All Assessment Day knowledge 
items are responded to on a scale with values of 1=True and 2=False. Because providing the same response to all items 
does not align with a reasonable response pattern, students doing so were considered unmotivated and deleted from 
the data. Interestingly, of the 376 students identified as streamliners, 87% completed the assessments under remote, 
unproctored conditions in either FA20 or SP21. 

Table 1  
Process to Arrive at Final Sample Sizes by Assessment Day Administration

Note. Students in a column are a subset of those students to the left of the column. For 
instance, of the 4,466 students in FA19 who were required to participate in Assessment Day, 
only 893 were assigned to complete the knowledge of institutional accountability measure 
(focus of this study); of those 893 students, 846 completed the measure on Assessment Day 
or by the deadline. 
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Table 1 

Process to Arrive at Final Sample Sizes by Assessment Day Administration 

Note. Students in a column are a subset of those students to the left of the column. For instance, 
of the 4,466 students in FA19 who were required to participate in Assessment Day, only 893 
were assigned to complete the knowledge of institutional accountability measure (focus of this 
study); of those 893 students, 846 completed the measure on Assessment Day or by the deadline.  

Measures 

Knowledge about the Purpose and Use of Outcomes Assessment Data 

We have never assessed the extent to which students understand the purpose and use of 

outcomes assessment data. Thus, we created a 12-item dichotomously-scored measure to assess 

their understanding. We purposefully avoided jargon related to institutional accountability and 

improvement, such as “value-added”, “accountability”, “accreditation”. Instead, we constructed 

items to describe these purposes without using unknown terms. Because the items were not 

created to measure a unidimensional construct, internal consistency reliability was not computed.  

Test-Taking Motivation 

Administration

Required 
to 

participate

Assigned to 
complete the 

study 
assessments

Completed 
on 

Assessment 
Day or by 
deadline

> 18, 
provided 
research 
consent 
& valid, 

non-
missing 

data

Did not 
provide 

streamlined 
responses 

Only one 
record 

retained for 
those testing 
more than 

once  
(Final N)

FA19 4466 893 846 781 744 577

FA20 4462 3875 3381 2852 2700 2660

SP20 3797 2962 2600 1951 1906 1901

SP21 3524 3480 3142 2720 2578 2375

Total 16249 11210 9969 8304 7928 7513

The results suggest that, 
despite the differences in 
administration format, 
Assessment Day scores 
were relatively stable over 
time and across cohorts.
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Measures

Knowledge about the Purpose and Use of  Outcomes Assessment Data
 We have never assessed the extent to which students understand the purpose and 
use of outcomes assessment data. Thus, we created a 12-item dichotomously-scored measure 
to assess their understanding. We purposefully avoided jargon related to institutional 
accountability and improvement, such as “value-added”, “accountability”, “accreditation”. 
Instead, we constructed items to describe these purposes without using unknown terms. 
Because the items were not created to measure a unidimensional construct, internal 
consistency reliability was not computed. 

Test-Taking Motivation
 The Student Opinion Scale (SOS) (Thelk et al., 2009) is a 10-item measure consisting 
of five items reflecting students’ perceived importance of the assessments they completed 
(e.g., “Doing well on these tests was important to me.”) and five items reflecting expended 
effort (e.g., “I gave my best effort on these tests.”). Students indicated their agreement with 
each statement using a 5-point scale (1 = Strongly disagree to 5 = Strongly agree). The SOS 
has been employed in at least nine countries, 33 universities, and 55 studies (Sessoms & 
Finney, 2015). A two-factor structure of scores and longitudinal invariance across one and a 
half years has been supported. Reliability estimates were adequate in the current study: .78 
for perceived test importance and .83 for expended effort.

Results

Knowledge of  Institutional Accountability Testing
 Students performed incredibly well on the knowledge of institutional accountability 
testing measure. Across the four samples, students answered 89% to 93% of the items 
correctly (see Table 2) with more advanced students (SP20, SP21) performing negligibly 
better, on average, than incoming students. Likewise, there were trivial differences in average 
knowledge scores for students tested in person (FA19, SP20) versus remotely (FA20, SP21). In 
sum, all four samples performed well and were not practically different from one another in 
average scores. 

Table 2 
Average Knowledge about Institutional Accountability Testing and Test-taking Motivation
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Table 2 

Average Knowledge about Institutional Accountability Testing and Test-taking Motivation 

Note. Knowledge Score can range from 0 to 12 with higher scores indicating more knowledge. 
Knowledge % is the Knowledge Score converted to a percent correct scale and can range from 0 
to 100% correct. Expended Effort and Perceived Test Importance can range from 1 to 5 with 
higher scores indicating higher effort and importance. 

 Students’ self-reports of expended effort on the tests was moderately high across the four 

samples with no noteworthy differences based on year in school, and average scores being 

somewhat higher for students tested in person (FA19, SP20) relative to those tested remotely 

(FA20, SP21). In alignment with previous research, perceived test importance was moderate and 

lower than expended effort for all samples, with higher average scores for incoming students 

(FA19, FA20) relative to more advanced students (SP20, SP21). Perceived test importance was 

similar for students tested in person (FA19, SP20) and remotely (FA20, SP21). 

To investigate understanding of specific aspects of institutional accountability testing, we 

examined performance on each of the 12 items. In particular, we were interested in differences in 

performance on items that did and did not reference personal consequences to the student. In 

Table 3, we have italicized items that reference personal consequences to students. For example, 

the first item assesses if students understand that scores from Assessment Day tests are not 

Measure
FA19  

(N=577)
SP20  

(N=1901)
FA20 

(N=2660)
SP21  

(N=2375)

M SD M SD M SD M SD

Knowledge Score 10.84 1.00 11.22 0.98 10.71 1.19 11.30 1.16

Knowledge % 90.35 8.37 93.52 8.14 89.24 9.91 91.93 9.63

Expended Effort 3.77 0.65 3.83 0.64 3.74 0.67 3.61 0.66

Perceived Test Importance 3.26 0.72 2.88 0.80 3.33 0.69 3.07 0.75

Note. Knowledge Score can range from 0 to 12 with higher scores indicating more knowledge. 
Knowledge % is the Knowledge Score converted to a percent correct scale and can range from 
0 to 100% correct. Expended Effort and Perceived Test Importance can range from 1 to 5 with 
higher scores indicating higher effort and importance.

 Assessment data 
is only valuable when 

students understand its 
purpose and use.

 Students’ self-reports of expended effort on the tests was moderately high across the 
four samples with no noteworthy differences based on year in school, and average scores being 
somewhat higher for students tested in person (FA19, SP20) relative to those tested remotely 
(FA20, SP21). In alignment with previous research, perceived test importance was moderate and 
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lower than expended effort for all samples, with higher average scores for incoming students 
(FA19, FA20) relative to more advanced students (SP20, SP21). Perceived test importance was 
similar for students tested in person (FA19, SP20) and remotely (FA20, SP21).

 To investigate understanding of specific aspects of institutional accountability 
testing, we examined performance on each of the 12 items. In particular, we were interested 
in differences in performance on items that did and did not reference personal consequences 
to the student. In Table 3, we have italicized items that reference personal consequences 
to students. For example, the first item assesses if students understand that scores from 
Assessment Day tests are not factored into grade point average. For all but one italicized 
item, students indicated their understanding of the low-stakes nature of these tests to them 
personally (i.e., no personal consequences for poor performance). Specifically, almost all 
students understood that their performance would not appear on their transcript, impact 
their grade point average, be used to determine future coursework, or affect their academic 
record. Of note, many incoming students (FA19, FA20) mistakenly believed that faculty could 
see students’ individual performance on the tests. More advanced students (SP20, SP21) 
performed better on this item; however, this item in general was the most difficult across the 
four samples. Other than that item and another asking students whether the state requires 
all state universities to assess student learning, students performed well on the remaining 10 
items and differences in performance across testing context (in person versus remote) and 
year in school were trivial.

Relations between Knowledge and Test-Taking Motivation
 We examined the relation between knowledge and test-taking motivation via 
two approaches. First, we examined the bivariate linear relation between total knowledge 
score and both effort and perceived test importance (see Table 4). Across testing modality 
and student age, the relations were not practically different. Effort related positively to 
knowledge; students who better understood the purpose and use of institutional assessment 
data reported expending more effort. Knowledge was negligibly related to perceived test 
importance; the amount a student understood the purpose and use of institutional assessment 
data did not relate to their perceived value of the test. As expected based on research, effort 
and importance were positively related.

 Next, we examined the relation between effort and knowledge by estimating the 
average expended effort for students who answered each item correctly versus incorrectly 
(see Table 5). For items that referenced personal consequences (italicized), we were interested 
in whether students who understood the personal low-stakes nature of the test expended less 
effort than those who did not. The opposite occurred — students who correctly understood 
the lack of personal consequences of these tests had higher average effort. In fact, for all 12 
items, students who answered correctly had higher effort with effect sizes ranging from 0.04 
to 1.03 SDs. 

Discussion
 In general, students understood the purpose and use of outcomes assessment testing, 
with negligible differences in knowledge across testing context and year in school. Knowledge 
did not relate to perceived importance of these tests but it did relate positively to test-taking 
effort. Testing context and year in school did not moderate these relations. In sum, students 
understand the low-stakes nature of outcomes assessment to them personally and increased 
understanding was not associated with lower expended effort. Instead, students who better 
understood that outcomes assessment was used for accountability and improvement efforts 
expended more effort on these assessments. 

Implications for Remote Testing
 Fortunately, our transition to remote testing was not accompanied by 
misunderstanding the purpose or use of institutional accountability testing. Instead, 
knowledge about institutional accountability testing was similarly high for students tested 
in-person versus remotely. Likewise, knowledge related to perceived test importance and 
expended test-taking effort similarly for students tested in-person versus remotely. Thus, 

These results suggest 
that remote testing can 
be a viable option for 
institutions to continue 
assessment efforts  
during times of  
disruption or beyond, 
without sacrificing 
student understanding  
or motivation.
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Table 3 
Percentage of Students Answering each Knowledge Item Correctly
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Table 3 

Percentage of Students Answering each Knowledge Item Correctly 

Percentage of Students 
Answering Item Correctly

Item
Correct 
Answer FA19 SP20 FA20 SP21

Scores from the Assessment Day tests I just 
completed will be factored into my Grade Point 
Average (GPA). 

False 99 100 99 99

Scores from the Assessment Day tests I completed 
will be used to determine which courses I enroll 
in next semester.

False 97 99 91 98

Scores from the Assessment Day tests I just 
completed will be used to evaluate the quality of 
James Madison University.

True 93 97 87 90

Faculty can see my individual scores on the tests I 
completed today.

False 44 73 54 68

James Madison University students are assessed 
in the Fall as entering students and again after 
earning 45 to 70 credits.

True 97 95 91 92

I was supposed to prepare for Assessment Day by 
studying.

False 99 99 95 97

Faculty use results from Assessment Day to make 
improvements to James Madison University 
programs.

True 98 98 96 96

My scores on the Assessment Day tests will 
appear on my transcript.

False 99 98 97 98

Students are expected to have mastered all the 
concepts assessed during Assessment Day.

False 93 98 88 92

Note. The percentage of students who answered the item correctly is often called “difficulty” 
by assessment experts. Items that reference personal consequences to students are italicized.
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Note. The percentage of students who answered the item correctly is often called “difficulty” by 
assessment experts. Items that reference personal consequences to students are italicized. 

Relations between Knowledge and Test-Taking Motivation 

We examined the relation between knowledge and test-taking motivation via two 

approaches. First, we examined the bivariate linear relation between total knowledge score and 

both effort and perceived test importance (see Table 4). Across testing modality and student age, 

the relations were not practically different. Effort related positively to knowledge; students who 

better understood the purpose and use of institutional assessment data reported expending more 

effort. Knowledge was negligibly related to perceived test importance; the amount a student 

understood the purpose and use of institutional assessment data did not relate to their perceived 

value of the test. As expected based on research, effort and importance were positively related. 

Students are expected to put forth their best effort 
on the Assessment Day tests. True 98 99 97 97

My performance on Assessment Day tests does 
not impact my academic record.

True 95 97 92 93

The state of Virginia requires all state universities 
to assess student learning.

True 73 71 83 81
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Table 4 
Relations between Knowledge and Test-Taking Motivation
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Table 4 

Relations between Knowledge and Test-Taking Motivation 

Note. Correlations above the diagonal are based on the incoming student sample.  
Correlations below the diagonal are based on the more advanced student sample. 

Next, we examined the relation between effort and knowledge by estimating the average 

expended effort for students who answered each item correctly versus incorrectly (see Table 5). 

For items that referenced personal consequences (italicized), we were interested in whether 

students who understood the personal low-stakes nature of the test expended less effort than 

those who did not. The opposite occurred — students who correctly understood the lack of 

personal consequences of these tests had higher average effort. In fact, for all 12 items, students 

who answered correctly had higher effort with effect sizes ranging from 0.04 to 1.03 SDs.       

Variable Expended 
Effort

Perceived 
Test 

Importance

Knowledge 
Score

In-person Proctored Testing

    Expended Effort 1.00 0.42 0.16

    Perceived Test Importance 0.34 1.00 0.03

    Knowledge Score 0.16 -0.01 1.00

Remote Unproctored Testing

    Expended Effort 1.00 0.48 0.15

    Perceived Test Importance 0.50 1.00 0.05

    Knowledge Score 0.22 0.04 1.00

Note. Correlations above the diagonal are based on the incoming student sample. Correlations 
below the diagonal are based on the more advanced student sample.

potential arguments to avoid remote testing due to student confusion regarding testing were 
not supported. These are encouraging results, particularly for assessment programs quickly 
transitioning to similar testing modalities. 

 Although students’ knowledge did not differ across testing contexts, there was a 
small difference in expended effort, with slightly lower effort associated with the remote 
administration. The extent to which lower effort during remote testing affects test performance 
was recently considered by Alahmadi and DeMars (2022) and is worthy of continued study.

Implications for Increasing Test-Taking Effort
 Across the four student samples, expended test-taking effort averaged between 3.61 
and 3.83 on a 5-point scale, where higher scores indicate higher expended effort. Given these 
averages and variability about them, there is an opportunity to increase expended effort in 
institutional accountability testing contexts. Because knowledge of institutional accountability 
testing was positively related to expended effort, professionals may suggest increasing 
knowledge as a possible way to increase effort. Our results and this suggestion align with 
previous recommendations to explain the purpose of accountability testing, given that 
examinees stated they would have expended more effort if they had known this information 
(Zilberberg et al., 2009). Moreover, there is evidence that students do not have positive attitudes 
about testing, nor do these attitudes improve over time (Paris et al., 1991; Zilberberg et al., 
2013; Zilberberg et al., 2014). Of importance is the negative relation between understanding 
the purpose of accountability tests and disillusionment toward these tests (Zilberberg et al., 
2013; Zilberberg et al., 2014). If students are aware of the tests’ purpose, they may be less 
disillusioned and might expend effort. Although we did not examine disillusionment, we did 
find that understanding the purpose of these tests was related to expended effort. With that 
said, we have two caveats regarding the suggestion of increasing knowledge of institutional 
accountability testing as a possible way to increase effort.

 First, we cannot claim increased knowledge causes increased effort. We can simply 
state that those students who expended more effort during institutional accountability testing 
also tended to understand better the purpose of institutional accountability testing. It may be 
that conscientiousness influenced both variables; students higher in conscientiousness better 
focused on information explaining institutional accountability testing (thus, they understand 
it) and they responsibly put forth more effort on tests. Yet, even if increased knowledge does 
not directly translate into better examinee behavior, informing students as to the purpose 

Encouraging results 
for remote testing 
in institutional 
accountability contexts, 
with an opportunity  
to increase test-taking 
effort through  
increased knowledge  
of  testing purposes.
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Incorrect  
Answer

Correct 
Answer

Mean 
Diff

Item N
M 

(SD) N
M 

(SD)
d

Scores from the Assessment Day tests I just 
completed will be factored into my  
Grade Point Average (GPA).

60
3.38 

(0.71) 7453
3.73 

(0.66) 0.35 0.50

Scores from the Assessment Day tests I 
completed will be used to determine which 
courses I enroll in next semester.

 310 3.65 
(0.60)

7203 3.73 
(0.67)

0.07 0.12

Scores from the Assessment Day tests I just 
completed will be used to evaluate the quality of 
James Madison University.

679 3.45 
(0.71)

6834 3.75 
(0.65)

0.30 0.43

Faculty can see my individual scores on the tests 
I completed today.

2818
3.69 

(0.65) 4695
3.74 

(0.67) 0.05 0.07

James Madison University students are assessed 
in the Fall as entering students and again after 
earning 45 to 70 credits.

529
3.51 

(0.70) 6984
3.74 

(0.66) 0.22 0.33

I was supposed to prepare for Assessment Day 
by studying.

250 3.46 
(0.68)

7263 3.73 
(0.66)

0.28 0.41

Faculty use results from Assessment Day to 
make improvements to James Madison 
University programs.

257
3.27 

(0.69) 7256
3.74 

(0.66) 0.47 0.70

My scores on the Assessment Day tests will 
appear on my transcript.

158
3.43 

(0.75) 7355
3.73 

(0.66) 0.30 0.42

Students are expected to have mastered all the 
concepts assessed during Assessment Day.

584 3.54 
(0.72)

6929 3.74 
(0.66)

0.20 0.29

Students are expected to put forth their best 
effort on the Assessment Day tests.

169 3.07 
(0.64)

7344 3.74 
(0.66)
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Discussion 

In general, students understood the purpose and use of outcomes assessment testing, with 

negligible differences in knowledge across testing context and year in school. Knowledge did not 

relate to perceived importance of these tests but it did relate positively to test-taking effort. 

Testing context and year in school did not moderate these relations. In sum, students understand 

the low-stakes nature of outcomes assessment to them personally and increased understanding 

was not associated with lower expended effort. Instead, students who better understood that 

outcomes assessment was used for accountability and improvement efforts expended more effort 

on these assessments.   

Implications for Remote Testing 

Fortunately, our transition to remote testing was not accompanied by misunderstanding 

the purpose or use of institutional accountability testing. Instead, knowledge about institutional 

accountability testing was similarly high for students tested in-person versus remotely. Likewise, 

knowledge related to perceived test importance and expended test-taking effort similarly for 

students tested in-person versus remotely. Thus, potential arguments to avoid remote testing due 

My performance on Assessment Day tests does 
not impact my academic record.

467 3.54 
(0.66)

7046 3.73 
(0.66)

0.19 0.29

The state of Virginia requires all state 
universities to assess student learning.

1600 3.70 
(0.67)

5913 3.73 
(0.66)

0.02 0.04

Note .  Mean Diff = MCorrect − MIncorrect, d =
MCorrect − MIncorrect

SD2
Correct + SD2

Incorrect

2
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and use of institutional accountability testing is ethical practice. By sharing this information, 
we are being transparent and respectful to students who are providing the data we use to 
improve our educational programs and meet accountability requirements. 

  Second, although increasing student knowledge about institutional accountability 
testing is a worthy endeavor, it is likely to have little impact on increasing effort if knowledge 
is already high. At our institution, the vast majority of students understood the purpose and 
use of this testing. That is, for 10 of the 12 knowledge items, over 90% of the students answered 
the item correctly. Thus, proposing an intervention to raise knowledge about institutional 
accountability assessment would have limited impact. We have great comfort knowing our 
students hear and understand our messaging about outcomes assessment, which includes 
information shared via email, university social media alerts, on the Assessment Day website, 
and a video about the purpose of Assessment Day featuring student actors shown just prior 
to testing. Our results suggest this messaging is working. With that said, we do need to 
explain more clearly that: 1) faculty see only aggregated results, not results from individual 
students, and 2) the state requires all universities to gather accountability data. For other 
institutions where students’ understanding of institutional accountability testing is limited, 
increasing knowledge is not only an ethical obligation but may be an effective and cheap 
strategy to increase effort. However, future studies are needed to investigate the strength of 
the relation between knowledge and effort when knowledge is more variable than found in 
our context. 

 In closing, we return to the two hypotheses presented by faculty regarding test-
taking effort and knowledge of institutional accountability testing. Recall, some faculty 
believed that students did not understand the purpose of the testing and this lack of 
knowledge resulted in low motivation to perform well on the tests. Other faculty believed 
that more advanced students did understand that there are no personal consequences for 
poor test performance and thus did not expend test-taking effort. Our study identified 
flaws in both arguments. Incoming and advanced students have a good understanding of 
institutional accountability testing and its low-stakes nature; this is not an area of concern. 
Moreover, understanding the low-stakes nature of these tests did not result in decreased 
effort during the testing process. These results provide support for our current strategies to 
educate students about the testing and arguments to keep the testing low-stakes in nature. 

Increasing student 
knowledge about 
institutional account-
ability testing is a worthy 
endeavor, but it is likely 
to have little impact 
on increasing effort if  
knowledge is already high. 
Our results suggest this 
messaging is working.
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