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 Research & Practice in Assessment (RPA) evolved over the course 
of several years. Prior to 2006, the Virginia Assessment Group produced 
a periodic organizational newsletter. The purpose of the newsletter was 
to keep the membership informed regarding events sponsored by the 
organization, as well as changes in state policy associated with higher 
education assessment. The Newsletter Editor, a position elected by the 
Virginia Assessment Group membership, oversaw this publication. In 
2005, it was proposed by the Newsletter Editor, Robin Anderson, Psy.D. 
(then Director of Institutional Research and Effectiveness at Blue Ridge 
Community College) that it be expanded to include scholarly articles 
submitted by Virginia Assessment Group members. The articles would 
focus on both practice and research associated with the assessment of 
student learning. As part of the proposal, Ms. Anderson suggested that 
the new publication take the form of an online journal.

 The Board approved the proposal and sent the motion to the 
full membership for a vote. The membership overwhelmingly approved 
the journal concept. Consequently, the Newsletter Editor position was 
removed from the organization’s by-laws and a Journal Editor position 
was added in its place. Additional by-law and constitutional changes 
needed to support the establishment of the Journal were subsequently 
crafted and approved by the Virginia Assessment Group membership. As 
part of the 2005 Virginia Assessment Group annual meeting proceedings, 
the Board solicited names for the new journal publication. Ultimately, the 
name Research & Practice in Assessment was selected. Also as part of 
the 2005 annual meeting, the Virginia Assessment Group Board solicited 
nominations for members of the first RPA Board of Editors. From the 
nominees Keston H. Fulcher, Ph.D. (then Director of Assessment and 
Evaluation at Christopher Newport University), Dennis R. Ridley, Ph.D. 
(then Director of Institutional Research and Planning at Virginia Wesleyan 
College) and Rufus Carter (then Coordinator of Institutional Assessment 
at Marymount University) were selected to make up the first Board of 
Editors. Several members of the Board also contributed articles to the first 
edition, which was published in March of 2006.

 

After the launch of the first issue, Ms. Anderson stepped down as Journal 
Editor to assume other duties within the organization. Subsequently, Mr. 
Fulcher was nominated to serve as Journal Editor, serving from 2007-
2010. With a newly configured Board of Editors, Mr. Fulcher invested 
considerable time in the solicitation of articles from an increasingly 
wider circle of authors and added the position of co-editor to the Board 
of Editors, filled by Allen DuPont, Ph.D. (then Director of Assessment, 
Division of Undergraduate Affairs at North Carolina State University). 
Mr. Fulcher oversaw the production and publication of the next four issues 
and remained Editor until he assumed the presidency of the Virginia 
Assessment Group in 2010. It was at this time Mr. Fulcher nominated 
Joshua T. Brown (Director of Research and Assessment, Student Affairs 
at Liberty University) to serve as the Journal’s third Editor and he was 
elected to that position.

 Under Mr. Brown’s leadership Research & Practice in 
Assessment experienced significant developments. Specifically, the 
Editorial and Review Boards were expanded and the members’ roles 
were refined; Ruminate and Book Review sections were added to each 
issue; RPA Archives were indexed in EBSCO, Gale, ProQuest and Google 
Scholar; a new RPA website was designed and launched; and RPA gained 
a presence on social media. Mr. Brown held the position of Editor until 
November 2014 when Katie Busby, Ph.D. (then Assistant Provost of 
Assessment and Institutional Research at Tulane University) assumed the 
role after having served as Associate Editor from 2010-2013 and Editor-
elect from 2013-2014.

 Ms. Katie Busby served as RPA Editor from November 
2014-January 2019 and focused her attention on the growth and 
sustainability of the journal. During this time period, RPA explored 
and established collaborative relationships with other assessment 
organizations and conferences. RPA readership and the number of 
scholarly submissions increased and an online submission platform and 
management system was implemented for authors and reviewers. In 
November 2016, Research & Practice in Assessment celebrated its tenth 
anniversary with a special issue. Ms. Busby launched a national call for 
editors in fall 2018, and in January 2019 Nicholas Curtis (Director of 
Assessment, Marquette University) was nominated and elected to serve 
as RPA’s fifth editor.

History of Research & Practice in Assessment

RESEARCH & PRACTICE IN ASSESSMENT
The goal of Research & Practice in Assessment is to serve the assessment 
community as an online journal focusing on higher education assessment. 
It is dedicated to the advancement of scholarly discussion amongst 
researchers and practitioners in this evolving field. The journal originated 
from the Board of the Virginia Assessment Group, one of the oldest 
continuing professional higher education assessment organizations in 
the United States. Research & Practice in Assessment is a peer-reviewed 
publication that uses a double-blind review process. Approximately forty 
percent of submissions are accepted for issues that are published twice 
annually. Research & Practice in Assessment is listed in Cabell’s Directory 
and indexed by EBSCO, ERIC, Gale, and ProQuest. 
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Manuscripts submitted to RPA may be related to various higher education 
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Assessment, Learning Outcomes, and the Digital Shift
 

“Assessment is not about you… it is about your students’ learning. The purpose of assessment  
is to determine whether or not our students have learned what we want them to learn.” 

- John F. Kennedy

 In this issue of Research & Practice in Assessment, we explore themes of assessment, learning 
outcomes, and the evolving landscape of our work in the digital age. We are grateful to our esteemed 
authors for their insightful contributions that shed light on these critical aspects of our discipline.

 Finney, Pastor, and Silver examine the relationship between students’ understanding of 
assessment for institutional accountability and improvement, and their test-taking effort in remote 
test administration. Their findings provide invaluable information for institutions seeking to optimize 
assessment in remote learning environments. Stafford, Cousins, Bol, and Mize delve into the reliability 
of assessing integrative learning using rubrics and the potential benefits of group norming. Their study 
offers guidance to professionals and institutions looking to enhance the accuracy and consistency of 
rubric-based assessments. Shapovalov and Leventhal investigate the alignment of general education 
and academic degree program learning outcomes, highlighting the importance of cohesion and clarity 
in defining educational objectives. Hutson and Hogan explore faculty engagement in student learning 
outcome assessment and provide insights into the essential role that professionals play in ensuring that 
students meet the desired learning objectives. Pusey, Valencia, Signorini, and Kranzfelder adapt the 
Classroom Observation Protocol for Undergraduate STEM (COPUS) for online synchronous learning, 

focusing on breakout rooms, polling, and chat features. Their work 
demonstrates the need for innovative solutions to assess and enhance 
learning experiences in the digital age. Lastly, Fisher, Bahl, and 
Mickleson present an intentional process for revising institutional 
learning outcomes, emphasizing the importance of regular evaluation 
and adaptation to ensure continuous improvement in educational 
institutions.

 Together, these articles contribute to a deeper understanding 
of assessment practices, learning outcomes, and the challenges and 
opportunities that emerge as education continues to evolve in the 
digital era. We hope that our readers will find these articles both 
thought-provoking and informative, inspiring reflection and action 
within their own institutions.

Regards,

Editor-in-Chief,  
Research & Practice in Assessment

Nicholas Curtis

FROM THE EDITOR



FROM THE PRESIDENT

 The Research & Practice in Assessment (RPA) Journal, a publication of the Virginia 
Assessment Group, is an online journal that focuses on the multifaceted aspects of 
assessment in higher education. First published in 2006, this peer-reviewed journal offers 
researchers an opportunity to advance the scholarly discussion amongst themselves 
and practitioners in the field through the continued dissemination of information about 
theory, scholarship, successes, and best practices in higher education assessment.

     As president of the Virginia Assessment Group, 
I would like to extend a special thank you to each of 
the authors for their contribution in compiling our 
journal. On behalf of the Virginia Assessment Group 
Board members, I would also like to thank the editorial 
team, advisory board, and editor-in-chief, Dr. Nicholas 
Curtis. We are extremely proud of all of the successes of 
this team. 

   Congratulations to the authors, and thank you to  
our readers.

Regards,

President,  
Virginia Assessment Group

Tia A. Minnis
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Abstract
We examined if students’ understanding about the purpose and use of institutional 

assessment scores was affected by moving to remote testing due to COVID-19. 
Moreover, we examined if students’ knowledge about the purpose of outcomes 

assessment related to their effort on these tests. If knowledge about accountability 
testing and effort were positively related, we could design interventions to increase 

knowledge and, in turn, increase effort. We gathered data on knowledge about 
institutional accountability testing and test-taking effort from students differing in 

year in school and whether tests were completed remotely or in person. Knowledge 
about assessment testing was high with negligible differences in knowledge across 

year in school and testing context. Knowledge related positively to test-taking effort. 
Testing context and year in school did not moderate this relation. In sum, students 
who better understood that outcomes assessment was used for accountability and 

improvement efforts expended more effort on these assessments.

Students’ Understanding of  Assessment for 
Institutional Accountability and Improvement: 
Relation with Test-Taking Effort and Remote 

Test Administration

 Higher education institutions engage in outcomes assessment to respond to 
institutional accountability mandates (U.S. Department of Education, 2006) and to inform 
programming changes to improve student learning and development (Fulcher & Prendergast, 
2021). The student learning and development outcomes that are assessed, reported, and 
used for improvement are often the outcomes of multi-faceted education experiences, such 
as general education programming (Mathers et al., 2018; Stone & Friedman, 2002), academic 
degree programs (Allen, 2004), quality enhancement plans (Miller et al., 2019; Smith & 
Finney, 2020), and student affairs programs (e.g., Kerr et al., 2020). Outcomes assessment 
data for institutional accountability and improvement purposes often is not associated with 
an individual course, but rather tied to several academic and/or student affairs learning 
experiences. Thus, the assessment of these outcomes often does not inform course grades, 
graduation, admission into a major, or other high-stakes outcomes for students. These 
institutional effectiveness assessments are often low stakes for students, meaning there are 
no personal consequences associated with their performance. 

 Studies have shown that students perform better when assessments are perceived as 
high stakes versus low stakes. Wise and DeMars (2005) summarized studies that compared 
test performance across examinee groups who were administered the same test but under 
high-stakes versus low-stakes conditions. Examinees in the low-stakes condition scored .59 

CORRESPONDENCE
Email

finneysj@jmu.edu

AUTHORS
Sara J. Finney, Ph.D. 

James Madison University

Dena A. Pastor, Ph.D. 
James Madison University

Shanti Silver, BA 
Kenyon College
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SD lower than those in the high-stakes condition. During institutional effectiveness testing, 
students may not know if the assessments they are completing are low or high stakes. Their 
understanding of the stakes of the assessment may influence their test performance. 

 Moreover, studies have shown that students expend more effort when tests are 
perceived as high stakes versus low stakes. Sundre and Kistansas (2004) found that self-
reported effort was lower when a test was described as low versus high stakes. Unlike 
high-stakes tests, where students tend to expend the effort necessary to reflect their ability, 
low-stakes tests tend to be associated with greater variability in effort, with some students 
expending a high degree of effort and others not. Expended effort positively covaries with 
test scores, indicating that test scores reflect expended effort to some extent (Cole et al., 2008; 
Eklöf et al., 2014; Myers & Finney, 2021). Moreover, effort covaries with students’ perceived 
test importance (Finney et al., 2018; Penk & Richter, 2017; Rios, 2021), test emotions (Finney, 
Perkins, & Satkus, 2020; Finney, Satkus, & Perkins, 2020; Penk & Schipolowski, 2015; Perkins 
et al., 2021; Satkus & Finney, 2021), personality (Barry & Finney, 2016; Barry et al., 2010; 
Freund & Holling, 2011; Kopp et al., 2011), and attitudes toward accountability testing (Zhao 
et al., 2020; Zilberberg et al., 2014). 

Students’ Knowledge of  the Purpose and Use of  Outcomes Assessment 
Data
 We were interested in examining if knowledge about the purpose and use of 
assessment scores also related to expended effort. If knowledge about assessment for 
institutional effectiveness purposes and test-taking effort were positively related, we 
could design interventions to increase knowledge and, in turn, possibly increase effort. 
Interventions to influence knowledge may be easier to create than interventions to influence 
test importance, test emotions, or attitudes toward accountability testing, and, of course, 
trying to change personality is futile. With that said, we were unsure if understanding the 
purpose and use of institutional effectiveness test data would relate positively or negatively 
with effort. It may be that having an accurate understanding of the low-stakes nature of the 
test leads to lower expended effort.  

 A student’s understanding of the purpose and use of test scores for institutional 
effectiveness may be influenced by a variety of things, including what information is shared 
with students, how it is shared, and how receptive students are to the information. For 
instance, the information itself may be high quality, but the delivery of the information may 
be poor. Likewise, the information and delivery may be high quality, but students may not 
be engaged in receiving the information (e.g., do not read or listen to information provided). 
When our institutional accountability testing moved online due to the COVID-19 pandemic, 
it provided us with an opportunity to assess students’ understanding of institutional-level 
assessment efforts and to assess if this understanding was impacted by the modality of the 
testing (in-person proctored testing prior to the pandemic versus remote, unproctored testing 
during the pandemic). 

 We were also able to examine if understanding of institutional assessment differed 
across student groups, specifically incoming first-year students and more advanced students 
(students who had completed 45-70 credit hours; typically 1.5 years at the institution). 
Students earlier in their college career may differ from more advanced students with 
respect to their understanding of institutional accountability testing and its impact on them 
personally. Numerous studies have found that older students exhibit lower effort on low-
stakes tests than younger students (e.g., Finney et al., 2016; Rios & Guo, 2020; Thelk et al., 
2009). It is unknown if the difference in effort across student age groups is due to older 
students understanding the low-stakes nature of the tests better than younger students. 
Thus, we examined if incoming first-year students differed from more advanced students in 
their understanding of institutional-level assessment efforts and if this difference related to 
differences in test-taking motivation.

Students' 
understanding of   
the stakes of  the  
assessment may  
influence their  
test performance.
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 Although our institution shares a great deal of information about the purpose and 
use of institutional effectiveness testing data throughout a students’ college career (described 
in the Methods section), we were unsure of the level of students’ understanding. Anecdotally, 
we heard from some faculty that students do not understand why they are being tested, who 
sees the scores, or how scores are being used. Some faculty claimed this lack of knowledge 
resulted in low motivation to perform well on the tests. Other faculty claimed the opposite: 
more advanced students, unlike incoming students, do understand the purpose of testing and, 
in particular, understand there are no personal consequences for poor performance. These 
faculty would often attribute minimal increases in outcome scores to the decreased effort of 
more advanced students who better understood the low-stakes nature of the tests. Although 
we understood the logic of both claims, there were no data to support either hypothesis. 

 Moreover, studies examining college students’ understanding of institutional 
accountability testing is limited. There are concerns that misunderstandings abound. “Many 
of the criticisms we hear about educational assessments appear to be based on misconceptions. 
Some of them are due to persons simply misunderstanding the meaning of test scores and 
their implications for instructional improvement and school accountability” (Goodman & 
Hambleton, 2005, p. 107). What do students understand regarding accountability testing? 
One study examined college students’ understanding of federal K-12 accountability 
testing (Zilberberg et al., 2012). Performance was poor. For incoming students, item-level 
performance ranged from 20% of students answering correctly to 74% of students answering 
correctly, with less than 50% of students answering six of the nine items correctly. More 
advanced students had similar levels of misunderstanding, with 50% or less answering six of 
the nine items correctly. Paradoxically, both incoming and more advanced students indicated 
a moderate level of confidence in their answers. It is unknown what information was shared 
with these students about the purpose and use of the K-12 institutional accountability test 
scores. Thus, prior to conducting the current study, we did not hypothesize expected levels 
of understanding or how this understanding would relate to modality of testing, year in 
school, or expended effort on the test. Instead, this was an exploratory study to provide initial 
insight into students’ understanding of the purpose and use of higher education institutional 
accountability assessment scores. 

Purpose of  the Current Study
 Despite the widespread use of testing for institutional accountability and 
improvement, little is known about students’ understanding of institutional accountability 
testing, and even less is known about how this understanding relates to students’ test-taking 
behavior. The purpose of our study was to examine students’ understanding of the purpose 
of institutional accountability assessment scores at our higher education institution. We 
examined this understanding for both incoming students at the start of the fall semester and 
more advanced students with over a year at the institution. Moreover, given the move to 
remote testing due to COVID, we examined if different modalities of testing were associated 
with students’ understanding of testing for institutional accountability and improvement. 
We also examined if students’ knowledge about the purpose of outcomes assessment related 
to their effort on these tests. We were unsure if understanding the purpose of institutional 
accountability test data would relate positively or negatively with effort and if this relation 
would be moderated by student group or testing modality. No matter the results, there would 
be implications for testing practices. 

Methods

Information Sharing and Testing Procedures
 For more than 30 years, James Madison University has used Assessment Days 
to collect longitudinal data on student learning outcomes. Our model ensures that all 
incoming students are tested twice: once in the fall semester as incoming students and 
again in the spring semester after accumulating 45-70 credit hours (Pastor et al., 2019). 
Although a student completes only four instruments each Assessment Day, 25 different 
assessments are typically administered, thereby allowing for examination of learning gains 
on a variety of outcomes. 

Despite widespread 
use of  institutional 

effectiveness testing, 
students' understanding 

of  its purpose and 
use remains unclear, 

with anecdotal 
reports suggesting 

misconceptions  
and varied levels  

of  motivation.
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 The goal of Assessment Days is to collect data for interpretation at the program level, 
not the individual student level. Thus, assessment results are high stakes for the educational 
programs being assessed but low stakes for students. Individual student scores are not 
reported, nor do the scores have any individual implications. In other words, students are 
simply required to attend Assessment Days but are not required to receive passing scores on 
the assessments.

 Our study used data from Fall 2019 (FA19), Spring 2020 (SP20), Fall 2020 (FA20), and 
Spring 2021 (SP21) Assessment Days. The four administrations differed in the year in school 
of students being tested, with FA19 and FA20 testing incoming first-year students and SP20 
and SP21 testing more advanced students. The administrations also differed in format, with 
FA19 and SP20 occurring before COVID restrictions and FA20 and SP21 occurring during 
COVID restrictions. The differences in procedures associated with the two administrative 
formats are described below. 

In-person Proctored Testing prior to COVID
 The FA19 and SP20 administrations were typical of the Assessment Day experience 
at our institution. The FA19 Assessment Day took place during first-year orientation, just 
prior to the start of fall classes. The SP20 Assessment Day took place on a Tuesday in mid-
February. As the name suggests, both Assessments Days took place on a single day. All classes 
were cancelled until 4:00 p.m. in SP20 to allow students, faculty, and staff to participate in 
assessment activities. 

 For both FA19 and SP20 Assessment Days, students were randomly assigned one 
of three two-hour sessions where they completed three to four assessments aligned with 
learning objectives in general education and other wide-reaching university initiatives. 
The majority of testing took place in classrooms where students provided their responses 
on Scantrons (i.e., optical answer sheets); only 20% of students were tested in computer 
labs where responses were collected through computer-based testing platforms. All testing 
sessions were facilitated by trained proctors to ensure standardized conditions.

 Students were informed about Assessment Day through the undergraduate catalog, 
multiple emails, and alerts via university social media outlets. A link to the Assessment Day 
website was provided in all communications and a video about the purpose of Assessment 
Day was shown to students just prior to testing. University policy for nonattendance on 
Assessment Day is a hold placed on the student's record which blocks the student from 
registering for next semester's classes. Once the student completes makeup testing, the hold 
is removed.

Remote, Unproctored Testing during COVID
 COVID necessitated changes to Assessment Day procedures in FA20 and SP21 (Pastor 
& Love, 2020). In both FA20 and SP21, students were asked to complete the assessments 
remotely, without a proctor, and during a specific testing window. In FA20, the testing window 
spanned from about a week before the start of classes to a little over three weeks after the start 
of classes. Taking advantage of classes being cancelled for Spring Assessment Day, students 
were asked to complete their requirement on Assessment Day or the day afterward in SP21. 

 Thus, FA20 and SP21 Assessment Days differed from typical administrations in that 
all students were allowed to complete their assessments remotely, without a proctor, on a 
computer-based testing platform, and at any time they pleased during the testing window. 
Although students were told holds would be placed if they failed to complete the requirement 
by the deadline, to minimize disruption in academic progress, no holds were placed in FA20 
and SP21. 

 Similar to the typical in-person administration, in FA20 and SP21 students were 
informed about Assessment Day through the undergraduate catalog, multiple emails, and 
alerts via university social media outlets. A link to the Assessment Day website was provided 
in all communications and a video about the purpose of Assessment Day was shown to all 
students just prior to the start of remote testing.

Assessment Days collect 
program-level data, not 
individual student scores, 
making them low-stakes 
for students.
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Participants
 Table 1 illustrates how the final sample for each Assessment Day administration was 
obtained. We begin with the number of students required to participate in each administration 
and end with the sample sizes used in the current study. Students were randomly assigned 
to assessments and only a subset of students were assigned to complete the assessments used 
in the present study. Because previous research indicates that students who attend make-up 
testing sessions differ from those who attend Assessment Day (Swerdzewski et al., 2009), 
we only considered students who completed the assessments on Assessment Day in FA19 
and SP20 or by the deadlines in FA20 and SP21. We further limited the data to only those 
who provided research consent, were > 18 years of age, and provided valid, non-missing 
responses to all items. Because preliminary analysis indicated problems with streamlining 
responses (providing the same response to all items on a given scale), we also deleted students 
streamlining on any scale1. Finally, for students tested during more than one administration, 
we randomly selected which administration’s data to retain to reduce dependencies in the 
data, resulting in the final sample sizes in the far right column of Table 1. A total of 7,513 
students comprised the final sample, with 577 (8%), 2,660 (35%), 1,901 (25%), and 2,375 (32%) 
tested during the FA19, FA20, SP20, and SP21 administrations, respectively. The majority 
(63%) of students in the final sample self-identified as female and 77% self-identified as 
White with all other races/ethnicities each represented by 7% or less of the students. These 
demographics align with those of the institution.   

1 The effort and importance items are responded to on a scale with values of 1 = Strongly disagree, 2 = Disagree, 3 = 
Neither agree nor disagree, 4 = Agree, and 5 = Strongly agree. With the exception of a response of 3 to all items, the same 
response to all items on either subscale is nonsensical given the presence of reverse-scored items. Students who 
provided responses of all 1s, 2s, 4s, or 5s to items on either subscale were deleted. All Assessment Day knowledge 
items are responded to on a scale with values of 1=True and 2=False. Because providing the same response to all items 
does not align with a reasonable response pattern, students doing so were considered unmotivated and deleted from 
the data. Interestingly, of the 376 students identified as streamliners, 87% completed the assessments under remote, 
unproctored conditions in either FA20 or SP21. 

Table 1  
Process to Arrive at Final Sample Sizes by Assessment Day Administration

Note. Students in a column are a subset of those students to the left of the column. For 
instance, of the 4,466 students in FA19 who were required to participate in Assessment Day, 
only 893 were assigned to complete the knowledge of institutional accountability measure 
(focus of this study); of those 893 students, 846 completed the measure on Assessment Day 
or by the deadline. 

STUDENTS’ UNDERSTANDING OF ASSESSMENT   12

Table 1 

Process to Arrive at Final Sample Sizes by Assessment Day Administration 

Note. Students in a column are a subset of those students to the left of the column. For instance, 
of the 4,466 students in FA19 who were required to participate in Assessment Day, only 893 
were assigned to complete the knowledge of institutional accountability measure (focus of this 
study); of those 893 students, 846 completed the measure on Assessment Day or by the deadline.  

Measures 

Knowledge about the Purpose and Use of Outcomes Assessment Data 

We have never assessed the extent to which students understand the purpose and use of 

outcomes assessment data. Thus, we created a 12-item dichotomously-scored measure to assess 

their understanding. We purposefully avoided jargon related to institutional accountability and 

improvement, such as “value-added”, “accountability”, “accreditation”. Instead, we constructed 

items to describe these purposes without using unknown terms. Because the items were not 

created to measure a unidimensional construct, internal consistency reliability was not computed.  

Test-Taking Motivation 

Administration

Required 
to 

participate

Assigned to 
complete the 

study 
assessments

Completed 
on 

Assessment 
Day or by 
deadline

> 18, 
provided 
research 
consent 
& valid, 

non-
missing 

data

Did not 
provide 

streamlined 
responses 

Only one 
record 

retained for 
those testing 
more than 

once  
(Final N)

FA19 4466 893 846 781 744 577

FA20 4462 3875 3381 2852 2700 2660

SP20 3797 2962 2600 1951 1906 1901

SP21 3524 3480 3142 2720 2578 2375

Total 16249 11210 9969 8304 7928 7513

The results suggest that, 
despite the differences 

in administration 
format, Assessment Day 

scores were relatively 
stable over time and 

across cohorts.
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Assessment data is only 
valuable when students 
understand its purpose 
and use.

Measures

Knowledge about the Purpose and Use of  Outcomes Assessment Data
 We have never assessed the extent to which students understand the purpose and 
use of outcomes assessment data. Thus, we created a 12-item dichotomously-scored measure 
to assess their understanding. We purposefully avoided jargon related to institutional 
accountability and improvement, such as “value-added”, “accountability”, “accreditation”. 
Instead, we constructed items to describe these purposes without using unknown terms. 
Because the items were not created to measure a unidimensional construct, internal 
consistency reliability was not computed. 

Test-Taking Motivation
 The Student Opinion Scale (SOS) (Thelk et al., 2009) is a 10-item measure consisting 
of five items reflecting students’ perceived importance of the assessments they completed 
(e.g., “Doing well on these tests was important to me.”) and five items reflecting expended 
effort (e.g., “I gave my best effort on these tests.”). Students indicated their agreement with 
each statement using a 5-point scale (1 = Strongly disagree to 5 = Strongly agree). The SOS 
has been employed in at least nine countries, 33 universities, and 55 studies (Sessoms & 
Finney, 2015). A two-factor structure of scores and longitudinal invariance across one and a 
half years has been supported. Reliability estimates were adequate in the current study: .78 
for perceived test importance and .83 for expended effort.

Results

Knowledge of  Institutional Accountability Testing
 Students performed incredibly well on the knowledge of institutional accountability 
testing measure. Across the four samples, students answered 89% to 93% of the items 
correctly (see Table 2) with more advanced students (SP20, SP21) performing negligibly 
better, on average, than incoming students. Likewise, there were trivial differences in average 
knowledge scores for students tested in person (FA19, SP20) versus remotely (FA20, SP21). In 
sum, all four samples performed well and were not practically different from one another in 
average scores. 

Table 2 
Average Knowledge about Institutional Accountability Testing and Test-taking Motivation

STUDENTS’ UNDERSTANDING OF ASSESSMENT   14

Table 2 

Average Knowledge about Institutional Accountability Testing and Test-taking Motivation 

Note. Knowledge Score can range from 0 to 12 with higher scores indicating more knowledge. 
Knowledge % is the Knowledge Score converted to a percent correct scale and can range from 0 
to 100% correct. Expended Effort and Perceived Test Importance can range from 1 to 5 with 
higher scores indicating higher effort and importance. 

 Students’ self-reports of expended effort on the tests was moderately high across the four 

samples with no noteworthy differences based on year in school, and average scores being 

somewhat higher for students tested in person (FA19, SP20) relative to those tested remotely 

(FA20, SP21). In alignment with previous research, perceived test importance was moderate and 

lower than expended effort for all samples, with higher average scores for incoming students 

(FA19, FA20) relative to more advanced students (SP20, SP21). Perceived test importance was 

similar for students tested in person (FA19, SP20) and remotely (FA20, SP21). 

To investigate understanding of specific aspects of institutional accountability testing, we 

examined performance on each of the 12 items. In particular, we were interested in differences in 

performance on items that did and did not reference personal consequences to the student. In 

Table 3, we have italicized items that reference personal consequences to students. For example, 

the first item assesses if students understand that scores from Assessment Day tests are not 

Measure
FA19  

(N=577)
SP20  

(N=1901)
FA20 

(N=2660)
SP21  

(N=2375)

M SD M SD M SD M SD

Knowledge Score 10.84 1.00 11.22 0.98 10.71 1.19 11.30 1.16

Knowledge % 90.35 8.37 93.52 8.14 89.24 9.91 91.93 9.63

Expended Effort 3.77 0.65 3.83 0.64 3.74 0.67 3.61 0.66

Perceived Test Importance 3.26 0.72 2.88 0.80 3.33 0.69 3.07 0.75

Note. Knowledge Score can range from 0 to 12 with higher scores indicating more knowledge. 
Knowledge % is the Knowledge Score converted to a percent correct scale and can range from 
0 to 100% correct. Expended Effort and Perceived Test Importance can range from 1 to 5 with 
higher scores indicating higher effort and importance.

 Students’ self-reports of expended effort on the tests was moderately high across the 
four samples with no noteworthy differences based on year in school, and average scores being 
somewhat higher for students tested in person (FA19, SP20) relative to those tested remotely 
(FA20, SP21). In alignment with previous research, perceived test importance was moderate and 
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lower than expended effort for all samples, with higher average scores for incoming students 
(FA19, FA20) relative to more advanced students (SP20, SP21). Perceived test importance was 
similar for students tested in person (FA19, SP20) and remotely (FA20, SP21).

 To investigate understanding of specific aspects of institutional accountability 
testing, we examined performance on each of the 12 items. In particular, we were interested 
in differences in performance on items that did and did not reference personal consequences 
to the student. In Table 3, we have italicized items that reference personal consequences 
to students. For example, the first item assesses if students understand that scores from 
Assessment Day tests are not factored into grade point average. For all but one italicized 
item, students indicated their understanding of the low-stakes nature of these tests to them 
personally (i.e., no personal consequences for poor performance). Specifically, almost all 
students understood that their performance would not appear on their transcript, impact 
their grade point average, be used to determine future coursework, or affect their academic 
record. Of note, many incoming students (FA19, FA20) mistakenly believed that faculty could 
see students’ individual performance on the tests. More advanced students (SP20, SP21) 
performed better on this item; however, this item in general was the most difficult across the 
four samples. Other than that item and another asking students whether the state requires 
all state universities to assess student learning, students performed well on the remaining 10 
items and differences in performance across testing context (in person versus remote) and 
year in school were trivial.

Relations between Knowledge and Test-Taking Motivation
 We examined the relation between knowledge and test-taking motivation via 
two approaches. First, we examined the bivariate linear relation between total knowledge 
score and both effort and perceived test importance (see Table 4). Across testing modality 
and student age, the relations were not practically different. Effort related positively to 
knowledge; students who better understood the purpose and use of institutional assessment 
data reported expending more effort. Knowledge was negligibly related to perceived test 
importance; the amount a student understood the purpose and use of institutional assessment 
data did not relate to their perceived value of the test. As expected based on research, effort 
and importance were positively related.

 Next, we examined the relation between effort and knowledge by estimating the 
average expended effort for students who answered each item correctly versus incorrectly 
(see Table 5). For items that referenced personal consequences (italicized), we were interested 
in whether students who understood the personal low-stakes nature of the test expended less 
effort than those who did not. The opposite occurred — students who correctly understood 
the lack of personal consequences of these tests had higher average effort. In fact, for all 12 
items, students who answered correctly had higher effort with effect sizes ranging from 0.04 
to 1.03 SDs. 

Discussion
 In general, students understood the purpose and use of outcomes assessment testing, 
with negligible differences in knowledge across testing context and year in school. Knowledge 
did not relate to perceived importance of these tests but it did relate positively to test-taking 
effort. Testing context and year in school did not moderate these relations. In sum, students 
understand the low-stakes nature of outcomes assessment to them personally and increased 
understanding was not associated with lower expended effort. Instead, students who better 
understood that outcomes assessment was used for accountability and improvement efforts 
expended more effort on these assessments. 

Implications for Remote Testing
 Fortunately, our transition to remote testing was not accompanied by 
misunderstanding the purpose or use of institutional accountability testing. Instead, 
knowledge about institutional accountability testing was similarly high for students tested 
in-person versus remotely. Likewise, knowledge related to perceived test importance and 
expended test-taking effort similarly for students tested in-person versus remotely. Thus, 

These results suggest 
that remote testing can 

be a viable option for 
institutions to continue 

assessment efforts  
during times of  

disruption or beyond, 
without sacrificing 

student understanding  
or motivation.
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Table 3 
Percentage of Students Answering each Knowledge Item Correctly
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Table 3 

Percentage of Students Answering each Knowledge Item Correctly 

Percentage of Students 
Answering Item Correctly

Item
Correct 
Answer FA19 SP20 FA20 SP21

Scores from the Assessment Day tests I just 
completed will be factored into my Grade Point 
Average (GPA). 

False 99 100 99 99

Scores from the Assessment Day tests I completed 
will be used to determine which courses I enroll 
in next semester.

False 97 99 91 98

Scores from the Assessment Day tests I just 
completed will be used to evaluate the quality of 
James Madison University.

True 93 97 87 90

Faculty can see my individual scores on the tests I 
completed today.

False 44 73 54 68

James Madison University students are assessed 
in the Fall as entering students and again after 
earning 45 to 70 credits.

True 97 95 91 92

I was supposed to prepare for Assessment Day by 
studying.

False 99 99 95 97

Faculty use results from Assessment Day to make 
improvements to James Madison University 
programs.

True 98 98 96 96

My scores on the Assessment Day tests will 
appear on my transcript.

False 99 98 97 98

Students are expected to have mastered all the 
concepts assessed during Assessment Day.

False 93 98 88 92

Note. The percentage of students who answered the item correctly is often called “difficulty” 
by assessment experts. Items that reference personal consequences to students are italicized.
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Note. The percentage of students who answered the item correctly is often called “difficulty” by 
assessment experts. Items that reference personal consequences to students are italicized. 

Relations between Knowledge and Test-Taking Motivation 

We examined the relation between knowledge and test-taking motivation via two 

approaches. First, we examined the bivariate linear relation between total knowledge score and 

both effort and perceived test importance (see Table 4). Across testing modality and student age, 

the relations were not practically different. Effort related positively to knowledge; students who 

better understood the purpose and use of institutional assessment data reported expending more 

effort. Knowledge was negligibly related to perceived test importance; the amount a student 

understood the purpose and use of institutional assessment data did not relate to their perceived 

value of the test. As expected based on research, effort and importance were positively related. 

Students are expected to put forth their best effort 
on the Assessment Day tests. True 98 99 97 97

My performance on Assessment Day tests does 
not impact my academic record.

True 95 97 92 93

The state of Virginia requires all state universities 
to assess student learning.

True 73 71 83 81
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Table 4 
Relations between Knowledge and Test-Taking Motivation
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Table 4 

Relations between Knowledge and Test-Taking Motivation 

Note. Correlations above the diagonal are based on the incoming student sample.  
Correlations below the diagonal are based on the more advanced student sample. 

Next, we examined the relation between effort and knowledge by estimating the average 

expended effort for students who answered each item correctly versus incorrectly (see Table 5). 

For items that referenced personal consequences (italicized), we were interested in whether 

students who understood the personal low-stakes nature of the test expended less effort than 

those who did not. The opposite occurred — students who correctly understood the lack of 

personal consequences of these tests had higher average effort. In fact, for all 12 items, students 

who answered correctly had higher effort with effect sizes ranging from 0.04 to 1.03 SDs.       

Variable Expended 
Effort

Perceived 
Test 

Importance

Knowledge 
Score

In-person Proctored Testing

    Expended Effort 1.00 0.42 0.16

    Perceived Test Importance 0.34 1.00 0.03

    Knowledge Score 0.16 -0.01 1.00

Remote Unproctored Testing

    Expended Effort 1.00 0.48 0.15

    Perceived Test Importance 0.50 1.00 0.05

    Knowledge Score 0.22 0.04 1.00

Note. Correlations above the diagonal are based on the incoming student sample. Correlations 
below the diagonal are based on the more advanced student sample.

potential arguments to avoid remote testing due to student confusion regarding testing were 
not supported. These are encouraging results, particularly for assessment programs quickly 
transitioning to similar testing modalities. 

 Although students’ knowledge did not differ across testing contexts, there was a 
small difference in expended effort, with slightly lower effort associated with the remote 
administration. The extent to which lower effort during remote testing affects test performance 
was recently considered by Alahmadi and DeMars (2022) and is worthy of continued study.

Implications for Increasing Test-Taking Effort
 Across the four student samples, expended test-taking effort averaged between 3.61 
and 3.83 on a 5-point scale, where higher scores indicate higher expended effort. Given these 
averages and variability about them, there is an opportunity to increase expended effort in 
institutional accountability testing contexts. Because knowledge of institutional accountability 
testing was positively related to expended effort, professionals may suggest increasing 
knowledge as a possible way to increase effort. Our results and this suggestion align with 
previous recommendations to explain the purpose of accountability testing, given that 
examinees stated they would have expended more effort if they had known this information 
(Zilberberg et al., 2009). Moreover, there is evidence that students do not have positive attitudes 
about testing, nor do these attitudes improve over time (Paris et al., 1991; Zilberberg et al., 
2013; Zilberberg et al., 2014). Of importance is the negative relation between understanding 
the purpose of accountability tests and disillusionment toward these tests (Zilberberg et al., 
2013; Zilberberg et al., 2014). If students are aware of the tests’ purpose, they may be less 
disillusioned and might expend effort. Although we did not examine disillusionment, we did 
find that understanding the purpose of these tests was related to expended effort. With that 
said, we have two caveats regarding the suggestion of increasing knowledge of institutional 
accountability testing as a possible way to increase effort.

 First, we cannot claim increased knowledge causes increased effort. We can simply 
state that those students who expended more effort during institutional accountability testing 
also tended to understand better the purpose of institutional accountability testing. It may be 
that conscientiousness influenced both variables; students higher in conscientiousness better 
focused on information explaining institutional accountability testing (thus, they understand 
it) and they responsibly put forth more effort on tests. Yet, even if increased knowledge does 
not directly translate into better examinee behavior, informing students as to the purpose 

Encouraging results 
for remote testing 

in institutional 
accountability contexts, 

with an opportunity  
to increase test-taking 

effort through  
increased knowledge  
of  testing purposes.
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Table 5 
Average Expended Effort for Students with Incorrect and Correct Answers on each Knowledge  
Item (N = 7513)
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Table 5 
Average Expended Effort for Students with Incorrect and Correct Answers on each Knowledge 
Item (N = 7513) 

Incorrect  
Answer

Correct 
Answer

Mean 
Diff

Item N
M 

(SD) N
M 

(SD)
d

Scores from the Assessment Day tests I just 
completed will be factored into my  
Grade Point Average (GPA).

60
3.38 

(0.71) 7453
3.73 

(0.66) 0.35 0.50

Scores from the Assessment Day tests I 
completed will be used to determine which 
courses I enroll in next semester.

 310 3.65 
(0.60)

7203 3.73 
(0.67)

0.07 0.12

Scores from the Assessment Day tests I just 
completed will be used to evaluate the quality of 
James Madison University.

679 3.45 
(0.71)

6834 3.75 
(0.65)

0.30 0.43

Faculty can see my individual scores on the tests 
I completed today.

2818
3.69 

(0.65) 4695
3.74 

(0.67) 0.05 0.07

James Madison University students are assessed 
in the Fall as entering students and again after 
earning 45 to 70 credits.

529
3.51 

(0.70) 6984
3.74 

(0.66) 0.22 0.33

I was supposed to prepare for Assessment Day 
by studying.

250 3.46 
(0.68)

7263 3.73 
(0.66)

0.28 0.41

Faculty use results from Assessment Day to 
make improvements to James Madison 
University programs.

257
3.27 

(0.69) 7256
3.74 

(0.66) 0.47 0.70

My scores on the Assessment Day tests will 
appear on my transcript.

158
3.43 

(0.75) 7355
3.73 

(0.66) 0.30 0.42

Students are expected to have mastered all the 
concepts assessed during Assessment Day.

584 3.54 
(0.72)

6929 3.74 
(0.66)

0.20 0.29

Students are expected to put forth their best 
effort on the Assessment Day tests.

169 3.07 
(0.64)

7344 3.74 
(0.66)

0.66 1.03STUDENTS’ UNDERSTANDING OF ASSESSMENT   20

 

Discussion 

In general, students understood the purpose and use of outcomes assessment testing, with 

negligible differences in knowledge across testing context and year in school. Knowledge did not 

relate to perceived importance of these tests but it did relate positively to test-taking effort. 

Testing context and year in school did not moderate these relations. In sum, students understand 

the low-stakes nature of outcomes assessment to them personally and increased understanding 

was not associated with lower expended effort. Instead, students who better understood that 

outcomes assessment was used for accountability and improvement efforts expended more effort 

on these assessments.   

Implications for Remote Testing 

Fortunately, our transition to remote testing was not accompanied by misunderstanding 

the purpose or use of institutional accountability testing. Instead, knowledge about institutional 

accountability testing was similarly high for students tested in-person versus remotely. Likewise, 

knowledge related to perceived test importance and expended test-taking effort similarly for 

students tested in-person versus remotely. Thus, potential arguments to avoid remote testing due 

My performance on Assessment Day tests does 
not impact my academic record.

467 3.54 
(0.66)

7046 3.73 
(0.66)

0.19 0.29

The state of Virginia requires all state 
universities to assess student learning.

1600 3.70 
(0.67)

5913 3.73 
(0.66)

0.02 0.04

Note .  Mean Diff = MCorrect − MIncorrect, d =
MCorrect − MIncorrect

SD2
Correct + SD2

Incorrect

2

.Note. 
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and use of institutional accountability testing is ethical practice. By sharing this information, 
we are being transparent and respectful to students who are providing the data we use to 
improve our educational programs and meet accountability requirements. 

  Second, although increasing student knowledge about institutional accountability 
testing is a worthy endeavor, it is likely to have little impact on increasing effort if knowledge 
is already high. At our institution, the vast majority of students understood the purpose and 
use of this testing. That is, for 10 of the 12 knowledge items, over 90% of the students answered 
the item correctly. Thus, proposing an intervention to raise knowledge about institutional 
accountability assessment would have limited impact. We have great comfort knowing our 
students hear and understand our messaging about outcomes assessment, which includes 
information shared via email, university social media alerts, on the Assessment Day website, 
and a video about the purpose of Assessment Day featuring student actors shown just prior 
to testing. Our results suggest this messaging is working. With that said, we do need to 
explain more clearly that: 1) faculty see only aggregated results, not results from individual 
students, and 2) the state requires all universities to gather accountability data. For other 
institutions where students’ understanding of institutional accountability testing is limited, 
increasing knowledge is not only an ethical obligation but may be an effective and cheap 
strategy to increase effort. However, future studies are needed to investigate the strength of 
the relation between knowledge and effort when knowledge is more variable than found in 
our context. 

 In closing, we return to the two hypotheses presented by faculty regarding test-
taking effort and knowledge of institutional accountability testing. Recall, some faculty 
believed that students did not understand the purpose of the testing and this lack of 
knowledge resulted in low motivation to perform well on the tests. Other faculty believed 
that more advanced students did understand that there are no personal consequences for 
poor test performance and thus did not expend test-taking effort. Our study identified 
flaws in both arguments. Incoming and advanced students have a good understanding of 
institutional accountability testing and its low-stakes nature; this is not an area of concern. 
Moreover, understanding the low-stakes nature of these tests did not result in decreased 
effort during the testing process. These results provide support for our current strategies to 
educate students about the testing and arguments to keep the testing low-stakes in nature. 

Increasing student 
knowledge about 

institutional account-
ability testing is a worthy 

endeavor, but it is likely 
to have little impact 

on increasing effort if  
knowledge is already high. 

Our results suggest this 
messaging is working.
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Abstract
Integrative learning is an important outcome for graduates of higher education. 

Therefore, it should be well-defined and assessed reliably. The American Association 
of Colleges & Universities has developed a rubric to define and assess integrative 
learning, but it has low reliability. This pilot study examines whether this rubric’s 
reliability can be improved by training users on how to use the rubric in a group 

setting rather than individually. Twelve faculty were trained to score undergraduate 
ePortfolios using the Integrative and Applied Learning VALUE Rubric. Half of the 

faculty were trained in an individual setting and half in a group setting using a 
popular norming protocol. Results indicate that group training does not improve 

interrater reliability, though it does improve rater confidence in their rubric scores. 
Implications include the need for more research comparing individual and group 

training as well as investigating the efficacy of current training protocols.

Improving Reliability in Assessing  
Integrative Learning Using Rubrics:  

Does Group Norming Help?

 Higher education is increasingly focused on ensuring that students are thinking 
critically, reflecting, synthesizing, applying learning, and developing clear writing skills to 
succeed in school and the workplace (Demeter et al., 2019; Ferren et al., 2014). Fostering 
such skills – broadly termed integrative learning – will serve students well as professionals, 
community members, and lifelong learners (AAC&U, 2009; D’Amico, 2020). One component 
of effectively fostering skills and improving student learning is the ability to identify clearly 
its presence or absence (Fulcher et al., 2014). In this case, properly assessing integrative 
learning requires clear definitions, standards, and processes that improve the reliability of 
raters to score examples of its demonstration (McClellan, 2010). The American Association 
of Colleges and Universities (AAC&U) developed a rubric – called the Integrative and 
Applied Learning Valid Assessment of Learning in Undergraduate Education (VALUE) 
Rubric – to support universities in these efforts (AAC&U, 2009). However, research on 
the psychometric properties of this rubric produced low reliability coefficients (i.e., kappa 
scores), signaling opportunities to improve its reliability (Finley, 2011).

 Much of the literature utilizing VALUE rubrics invokes rater calibration (or group 
norming) as a best practice to improve the reliability of results without empirical evidence 
to support such a claim (Gray et al., 2017). This pilot study examines whether the Integrative 
and Applied Learning VALUE Rubric’s reliability can be improved by using such a rater 
calibration process. The following research questions guide our study: 
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 1.  To what extent does training among raters in a group versus an individual  
      setting impact the reliability of the Integrative and Applied Learning   
      VALUE Rubric when used to score undergraduate ePortfolios?
 2.  How confident are raters before and after training in the validity and   
      reliability of their rubric scores using the Integrative and Applied   
      Learning VALUE Rubric to score undergraduate ePortfolios, and does  
      this confidence differ by condition?

Literature Review 
 Broadly, integrative learning focuses on finding connections between one’s gained 
knowledge and experiences (Reynolds et al., 2014; Gallagher 2019) and using those connections 
in some manner (Huber & Hutchings, 2004; Reynolds et al., 2014). Connections might be 
made between “seemingly disparate information” (AAC&U, 2002, p. 21) or among “skills 
and knowledge from multiple sources and experiences” (Huber & Hutchings, 2004, p. 15). 
Integrative learning might require “challenging and complex settings” (Green & Hutchings, 
2018, p. 42) or “interdisciplinary understanding” (Lardner & Malnarich, 2009, p.32), and be 
used to “make decisions” (AAC&U, 2002, p. 21) or solve problems (Gallagher, 2019). Or, 
holistically, integrative learning might simply be considered the “ability to learn across 
context and over time” (Reynolds et al., 2014, p. 26). The Integrative and Applied Learning 
VALUE Rubric defines integrative learning as, “an understanding and a disposition that a 
student builds across the curriculum and co-curriculum, from making simple connections 
among ideas and experiences to synthesizing and transferring learning to new, complex 
situations within and beyond the campus” (AAC&U, 2009, p. 1).

 ePortfolios are one tool for facilitating and documenting students’ developing 
integrative learning skills (Buyarski & Landis, 2014; Cheng et al., 2015; Yastibas & Yastibas, 
2015). ePortfolios are multi-modal collections of electronic evidence that can showcase 
students’ integrative learning, critical thinking, and written communication (Benander et al., 
2016; Buyarski & Landis, 2014; Douglas et al., 2019). When designed appropriately, ePortfolios 
can promote self-directed learning (Beckers et al., 2016) and encourage both student reflection 
(Dalal et al., 2012; Jenson, 2011) and metacognitive awareness (Kohler & Van Zile-Tamsen, 
2020). They have been identified as a high impact practice due to their relation to positive 
academic outcomes such as improved grades, retention, and graduation (Watson et al., 2016). 

 At the same time, assessing meaningful integration is a complex endeavor (Huber 
& Hutchings, 2004), and attempts to assess it soundly vary greatly among institutions 
(Dawson, 2017; Demeter et al., 2019). Rubrics are one tool for accomplishing this task. They 
involve specific, defined criteria for evaluation (Dawson, 2017) and their use can increase 
the transparency of assessment while supporting student self-regulation, self-assessment, 
and revision through clear standards and formative feedback, often leading to improved 
achievement and learning (Hattie & Timperley, 2007; Jonsson, 2014; Panadero & Jonsson, 
2013; Reddy & Andrade, 2010). With heightened focus on interrater reliability, calibration, 
and norming in higher education (Reddy & Andrade, 2010; Schoepp et al., 2018), rubrics that 
are standardized and applied consistently across raters can provide scores that are reliable 
and trustworthy to stakeholders (Fulcher & Orem, 2010; McCellan, 2010; Schoepp et al., 2018). 

 Not only does reliability contribute to providing trustworthy scores to stakeholders, 
the perceived reliability of evidence can also influence one’s confidence in making decisions 
(Boldt et al., 2017). In addition, previous experiences can shape one’s confidence; this can, in 
turn, prepare one for making future decisions (Boldt et al., 2019). This confidence, in turn, 
can play an active role in both learning and performance by influencing one’s motivation 
and subsequent behaviors (Hainguerlot et al., 2018; Rouault et al., 2019). As it relates to this 
study, confidence to assign rubric scores is important not only for faculty raters, but also 
for students to trust that their scores were confidently assigned (O’Connell et al., 2016). 
Thus, providing reliable evidence might improve the confidence in raters to assign scores 
to student artifacts, the confidence in students to respect the validity of these scores, and 
the confidence in institutional personnel to hold university-wide discussions about the state 
of student learning as identified through these scoring efforts. This, then, might support 
adaptive behaviors at the student, faculty, and institutional level to improve student learning.

At the same time, assessing 
meaningful integration 
is a complex endeavor, 
and attempts to assess it 
soundly vary greatly  
among institutions.
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 One opportunity to improve a rubric’s reliability is through training. Training to 
score with rubrics can improve raters’ ability to interpret scoring items reliably (Stuhlmann 
et al., 1999) and improve interrater reliability beyond practice or previous experience with the 
rubric (Attali, 2016). Some scholars propose that interactive or collaborative group training 
can improve interrater reliability of rubric scoring by allowing raters to develop a shared 
understanding of rubric dimensions and performance criteria through group discussion and 
peer feedback (Cole et al., 2012; Finley, 2011; Stuhlmann, et al., 1999; Weigle, 1999). Cole et al. 
(2012) employed collaborative group training under the assumption that “group discussion 
and problem solving” fostered shared understanding of rubric criteria (p. 4). The Educational 
Testing Service considers group norming a best practice in training raters to score constructed-
response items (McClellan, 2010). These assertions are supported by encouraging results (Cole 
et al., 2012; Marshall et al., 2017). Existing studies have demonstrated improved reliability as 
a result of collaborative group training (Cole et al., 2012; O’Connell et al., 2016; Marshall et 
al., 2017), as well as improved individual rater confidence (Marshall et al., 2017; O’Connell 
et al., 2016). Marshall et al.’s (2017) results demonstrated that collaborative group training 
increased faculty confidence in assessing ePortfolios using an institutionally developed 
rubric and O’Connell et al. (2016) reported that raters’ confidence increased following a 
collaborative group workshop. 

Method
 This study employed a true experimental design. Half of the participants were 
randomly assigned to the group training while the other half of the participants were randomly 
assigned to the individual training condition. Participant names were entered into an Excel 
spreadsheet, assigned a random number, and then sorted by that random number. The first 
six names were assigned to the group training and the last six names were assigned to the 
individual training. The study was reviewed and approved by the university’s institutional 
review board committee. 

Participants
 A convenience sample of 12 participants was recruited from a larger pool of faculty 
who had been trained to teach integrative learning, demonstrated in an ePortfolio. Specifically, 
these faculty were trained to teach integrative learning as defined by the Integrative and 
Applied Learning VALUE Rubric. Participants were recruited by email announcement from 
one of the authors who leads these training efforts at their institution. A $250 stipend was 
offered as compensation for completing the study. Institutional data were used to identify 
important characteristics of these participants who varied in rank (tenured, tenure track, 
and non-tenured instructors) and discipline. A table illustrating the number of faculty from 
various departments across each condition is included in Appendix A. Although the goal was 
to represent proportionally the total population of trained faculty, the convenience sample 
included an overrepresentation of faculty from the English department.

 Other faculty from this same pool of trained instructors were recruited to submit their 
undergraduate students’ ePortfolios for use in this study. All faculty trained in integrative 
learning were required to implement an ePortfolio in at least one of their courses following 
training and submit these assignments to an ePortfolio repository. Notification letters were 
distributed to all students enrolled in the courses taught by these faculty volunteers with an 
option to opt out of the study. Of the resulting pool of ePortfolios, 30 were randomly selected 
for inclusion. They represented multiple disciplines such as Biology, Communications, and 
Mechanical Engineering Technology at the 200-, 300-, and 400-levels. Content included 
semester-long projects, individual assignments, and reflective prompts. All were created 
in WordPress or Wix. Twenty student ePortfolios were assigned to the experimental and 
comparison groups, respectively, with 10 that overlapped across groups. No rater reviewed 
work produced by a student in his/her course. 

Procedure
 The experimental group followed a procedure outlined by many popular group 
training protocols (Rhode Island Department of Education, n.d.; Stanford Center for 

Training to score with 
rubrics can improve 

raters’ ability to interpret 
scoring items reliably 

and improve interrater 
reliability beyond practice 

or previous experience 
with the rubric.
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Assessment, Learning, & Equity, 2017; Virginia Department of Education, 2019). Participants 
in the experimental group engaged in a three-hour group discussion facilitated by the lead 
author. First, the participants jointly reviewed the rubric, defining and discussing the criteria 
and corresponding levels of performance. Then, raters independently scored three practice 
ePortfolios, describing their ratings and reasoning/evidence to support these ratings with 
the group between each round. 

 Participants in the individual condition followed the procedure outlined by Finley 
(2011). Raters reviewed the rubric in a one-on-one session with the lead author, defining and 
discussing the criteria and corresponding levels of performance. After reviewing the rubric, 
raters scored three practice ePortfolios, asking follow-up questions about the rubric or its 
application between rounds. Each session was allotted three hours, though actual duration 
varied from one to two-and-a-half hours.

 After training, raters in both groups received their assignment of 20 ePortfolios 
and rated them independently over two weeks. Scores were submitted electronically with 
identification numbers assigned to both raters and ePortfolios. The lead author verified that 
all ePortfolios received scores from their assigned raters. 

Measures 

Rubric Scores
 The Integrative and Applied Learning VALUE Rubric (AAC&U, 2009) provides a 
definition of integrative learning, additional context about integrative learning and higher 
education, a glossary of key terms, and the dimensions, performance levels, and descriptors 
for each performance level. This rubric categorizes integrative learning into five dimensions: 
(1) connections to discipline, (2) connections to experience, (3) transfer, (4) integrated 
communication, and (5) reflection and self-assessment. There are four progressive levels of 
performance per dimension: 1-Benchmark (lowest performance level), 2- and 3-Milestones, 
and 4-Capstone (highest level of performance). The rubric additionally encourages raters to 
assign a score of 0 to any dimension in which the student artifact does not reach the level of 
the 1-Benchmark criteria. In this study, the score of 0 was also used if the rater determined 
that the ePortfolio was missing the evidence needed to make a scoring decision. 

 AAC&U has determined that the rubric has face and content validity due to its 
development by national teams of interdisciplinary faculty experts. Reliability indices 
that include the percent agreement and kappa scores are also included in Appendix B  
(Finley, 2011).

Confidence
 Confidence was determined by having participants predict and postdict their 
rating accuracy and alignment with peers. Following training but prior to receiving their 
assignments, participants responded to two prediction questions: 1) How confident are you 
that you will give valid ratings on these ePortfolios?, 2) How confident are you that your 
scores will align with other raters?  Response options were: 1-Not at all confident, 2-Slightly 
confident, 3-Moderately confident, and 4-Very confident. After completing their assignments, 
participants were asked the same two questions using the same scale.

Analyses
 Analyses were conducted using 10 ePortfolios which were scored by six raters who 
had been trained in an individual setting and six raters who had been trained in a group 
setting. In alignment with Finley (2011), each analysis was run using the original five-point 
scoring scale of 0-4, a collapsed four-point scale, and a further collapsed three-point scale. To 
collapse from five to four points, the mean, median, and mode scores were calculated within 
each rubric category. These calculated values were used to determine which rating scores 
would be combined. In instances in which all three values were the same, rating frequencies 
were used to make consolidation decisions. This process was replicated to collapse from four 
to three points for analyses, again in alignment with Finley (2011). Interrater reliability was 

The Integrative and 
Applied Learning VALUE 
Rubric provides a 
definition of  integrative 
learning, additional 
context about integrative 
learning and higher
education, a glossary 
of  key terms, and the 
dimensions, performance 
levels, and descriptors
for each performance level.
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determined for both groups by calculating percentage agreement and Randolph's (2005) free-
marginal multi-rater kappa using the 10 ePortfolios which were scored by all raters. This was 
calculated for overall scores as well as for individual student learning outcomes (SLOs). Both 
percentage agreement and multi-rater kappa scores were reported in Finley (2011), allowing 
for direct comparisons. 

 Percentage agreement represents the percentage of cases that raters agreed upon 
determined by dividing the number of agreed upon cases by the total number of cases 
(Allen, 2017). This statistic is simple to interpret but does not address the probability of raters 
agreeing by chance and, therefore, is not a comprehensive representation of reliability (Fleiss, 
1981). Randolph’s (2005) multi-rater kappa takes into consideration the likelihood that raters 
agreed by chance, making it more comprehensive than percent agreement. Randolph’s (2005) 
multi-rater kappa was selected for this study, given that “raters’ distributions of cases into 
categories are not restricted” and because the raters were non-unique; the same 12 raters 
graded each of the ePortfolios (Randolph, 2005, p. 2). In line with other reliability coefficients, 
this multi-rater kappa can range in value from -1 to 1, with values of 0 representing agreement 
which is equal to chance and values of 1 representing perfect agreement beyond chance 
(Randolph, 2005).

 Due to the small sample sizes, raters’ confidence in the validity and reliability 
of their rubric scores before and after training was analyzed for each condition using the 
Mann-Whitney U test and Wilcoxon Signed-Rank test. The Mann-Whitney U test is a non-
parametric alternative to the t test of independent samples (Salkind & Frey, 2020) and was 
used to compare the pre- and post-confidence of raters. The Wilcoxon Signed-Rank test is 
a non-parametric alternative to the t test of dependent samples and was used to compare 
the changes between pre- and post-training confidence of raters for both training groups 
(Salkind & Frey, 2020). 

Results

Interrater Reliability
 Results for interrater reliability analyses can be found in Table 1. Expectedly, inter-
rater reliability improved as rubric scores were collapsed into fewer categories. Findings 
for percent agreement and multi-rater kappa for individual trained raters were remarkably 
similar to those reported by Finley (2011). Individually trained raters achieved a percent 
agreement value of 73.47% and a kappa score of .60 for the collapsed 3-point score category. 
In contrast to our hypothesis, raters trained in a group setting had lower interrater reliability 
across all measures compared to raters trained individually. Group trained raters achieved 
a percent agreement value of 67.33% and a kappa score of .51 for analyses of 3-point  
scoring categories. 

Findings for percent 
agreement and multi-

rater kappa for  
individual trained  

raters were remarkably 
similar to those  

reported by Finley.

Table 1 
Reliability Results - Comparing Reliability for 10 Overlapping Rubrics Scored by Both Individually 
and Group Trained Raters 

*Interpreted like other reliability coefficients with 0 indicating no agreement and 1 indicating perfect agreement
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compared to raters trained individually. Group trained raters achieved a percent agreement value 

of 67.33% and a kappa score of .51 for analyses of 3-point scoring categories.  

Table 1 

Reliability Results - Comparing Reliability for 10 Overlapping Rubrics Scored by Both 
Individually and Group Trained Raters  

*Interpreted like other reliability coefficients with 0 indicating no agreement and 1 indicating 

perfect agreement 

Perfect 
Agreement 
(Original 5 
categories)

Approximate 
Agreement 
(Using 4 

categories)

Approximate 
Agreement 
(Using 3 

categories)

Percentage of agreement - individually 
trained raters / group trained raters

29.60 / 23.73 51.33 / 44.67 73.47 / 67.33

Randolph’s multi-rater kappa* score - 
individual trained raters / group trained raters

.12 / .05 .35 / .26 .60 / .51
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 Percent agreement and multi-rater kappa were also calculated for each dimension 
of integrative learning as defined by the rubric; these results are available in Table 2. Again, 
in contrast to our hypothesis, individually-trained raters had greater agreement than group-
trained raters on all dimensions of the rubric for nearly all scoring schemes (5-point, 4-point, 
and 3-point). The few exceptions were: Integrated Communication when collapsed to a 4-point 
scoring scale and Transfer when collapsed to 4-point and 3-point scoring scales.

Confidence
 Mann-Whitney U test results showed that confidence about the predicted validity 
of raters’ scores was greater for individually-trained raters (M=3.33) than for group-trained 
raters, but that this difference did not reach statistical significance (M=3.20, U=13.00,  
p=.792). Mann-Whitney U results also showed that confidence about the predicted alignment 
of raters’ scores with one another was greater for individually-trained raters (M=3.17) than 
for group-trained raters, but that this difference did not reach statistical significance (M=2.80,  
U=16.00, p = .818). However, individually-trained raters reported lower post-scoring confidence 
in the validity (Mdn=3.00) of their rubric scores than group-trained raters (Mdn=3.00,  
U=16.00, p=.818) and equal post-scoring confidence in the alignment of rubric scores  
(Mdn=3.00, Mdn=3.00, U=18.00, p=1.00), though neither of these differences reached levels of  
statistical significance.

In contrast to  
our hypothesis, 
individually-trained 
raters had greater 
agreement than group 
trained raters on all 
dimensions of  the  
rubric for nearly all 
scoring schemes.

Table 2 
Reliability Results - Comparing Reliability for 10 Overlapping Rubrics Scored by Both Individually 
and Group Trained Raters 
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Table 2 

Reliability Results - Comparing Reliability for Individual Dimensions of the Integrative & 
Applied Learning Value Rubric 

Confidence 

  % Agreement Randolph's multi- 
rater kappa* score

  Individually 
Trained / Group 

Trained

Individually Trained / 
Group Trained

Perfect 
Agreement 
(Original 5 
categories)

Connections to Experience 30.00 / 20.67 .12 / .01

Connections to Discipline 29.33 / 24.00 .12 / .05

Transfer 30.00 / 26.00 .12 / .07

Integrated Communication 28.00 / 24.67 .10 / .06

Reflection/Self-Assessment 30.67 / 23.33 .13 / .04

Approximate 
Agreement 
(Using 4 

categories)

Connections to Experience 50.67 / 42.67 .34 / .24

Connections to Discipline 58.67 / 44.67 .45 / .26

Transfer 58.00 / 40.67 .44 / .21

Integrated Communication 49.33 / 54.00 .32 / .39

Reflection/Self-Assessment 40.00 / 41.33 .20 / .22

Approximate 
Agreement 
(Using 3 

categories)

Connections to Experience 75.33 / 68.00 .63 / .52

Connections to Discipline 82.00 / 71.33 .73 / .57

Transfer 76.00 / 60.00 .64 / .40

Integrated Communication 79.33 / 76.67 .69 / .65

Reflection/Self-Assessment 54.67 / 60.67 .32 / .41
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Raters’ confidence scores were compared before and after rating ePortfolios. The Wilcoxon 
Signed-Rank test was used to analyze the data. There were no significant differences from pre- 
to post-confidence scores within either group. The descriptive results are presented in Table 
3. Though these differences did not reach statistical significance, they do reflect an interaction 
effect as shown in Figures 1 and 2.

Discussion 
 It was expected that collaborative group training would improve interrater reliability 
beyond the levels produced in Finley (2011), as well as those produced by the raters in the 
individually-trained condition in this study. However, few results from this study indicated 

Table 3 
Comparison of Individual and Group Training Means on Confidence to Provide Valid Rubric Scores

Figure 1 
Changes in Validity Confidence Pre- and Post-Rubric Scoring by Treatment

Figure 2 
Changes in Reliability Confidence Pre- and Post-Rubric Scoring by Treatment
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Figure 2 

Changes in Reliability Confidence Pre- and Post-Rubric Scoring by Treatment 
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improved interrater reliability for group-trained raters. Rather, interrater reliability for those 
trained in a group setting was slightly lower across nearly all analyses compared to individually-
trained raters. The only instances in which group-trained raters were more reliable than those 
trained individually were when reliability was examined for specific dimensions of integrative 
learning. At the more focused level, group-trained raters had greater reliability in scoring for 
two individual dimensions, but only at certain levels of collapsed scoring. Group-trained raters 
never had stronger reliability for a dimension of integrative learning when scores were left at 
the original five scoring categories. 

 There are a few plausible explanations for this finding. One explanation may be 
that the group training provided was insufficient in some regard. Perhaps there is a minimal 
threshold for effective group training and a single session with three practice samples is not 
enough practice to truly norm the rubric. When collapsing scales, the two most frequent scores 
were combined into one point. As Finley (2011) explained: “in practicality, when working with 
faculty on campuses it is often not assumed that ‘perfect agreement’ is necessary. It is assumed, 
rather, that close scores also count as agreement” (para. 8). While the scores combined for the 
individually-trained raters were largely the 2-Milestone and 3-Milestone scores, the scores 
combined for the group training were entirely 1-Benchmark and 2-Milestone. In this way, the 
most frequent disagreement among raters in the individual training condition was on which 
Milestone level of performance was achieved, while group-trained raters could not agree on 
whether a student ePortfolio even reached the Milestone level of performance. 

 Another explanation may be that there were significant differences between the two 
groups prior to training. This explanation is supported by the greater disciplinary diversity 
among faculty members in the group training condition compared to those in the individual 
training condition. Because five of the six raters trained in the individual condition came from 
the English department, it is possible that these raters possessed more consistent disciplinary 
training to make scoring decisions and therefore were more reliable in their scoring. 

 Finally, it is possible that the results may stem from limitations with the Integrative and 
Applied Learning VALUE Rubric itself. The faculty recruited to serve as raters were familiar 
with the concept of integrative learning, the demonstration of integrative learning via student 
ePortfolio, and the Integrative and Applied Learning VALUE Rubric. Yet comments made 
during both the group and individual training sessions highlighted problematic statements 
within the rubric, such as key words which served to delineate performance levels (ex. “in a 
basic way”) and how that was operationalized in practice. Such descriptors leave room for 
interpretation and, therefore, contribute to more error and lower reliability results.

 Other authors have reported similar results regarding a lack of improved interrater 
reliability with collaborative group training. Knoch et al. (2007) reported mixed results when 
comparing self-paced and collaborative group training methods for scoring a direct writing 
assessment with a rubric. Raczynski et al. (2015) reported that the reliability of raters trained 
in a collaborative group setting was not significantly different from those trained individually 
to score essays using a rubric. While each of these studies involved scoring essays, ePortfolios 
involve a high proportion of written material and are considered a type of digital composition 
(Cicchino et al, 2019; Clark, 2010; Yancey, 2009) and are therefore an appropriate comparison.

 We found the confidence levels for raters did not significantly differ between groups 
before or after training. However, the results showed an interaction pattern. Raters in the group-
trained condition began their scoring with less confidence than raters in the individually-
trained condition. It may be that the normative group activities led to lower initial confidence 
due to public disagreement among raters’ scores. When trained individually, the lead author 
did not compare the raters’ training scores against any kind of anchor score. Discussions about 
the scores given were couched solely within the context of the rubric language and its specific 
application to the ePortfolio being scored. This is juxtaposed with the public score comparisons 
made in the group-trained condition. Although the discussion in the group-trained condition 
was likewise couched within the context of the rubric and its application, the experience of 
producing differing scores introduced unreliable evidence about raters’ ability to score this 
work; evidence that was not present in the individually-trained condition. Per Boldt et al. (2017; 
2019), this could contribute to lower predicted confidence in undertaking the scoring task. 
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Participants may also have questioned their ability to provide ratings that aligned with their 
peers because there were social comparisons (Hacker & Bol, 2004). Though not measured as 
part of this study, it is possible that raters in the group-trained condition might have lost some 
motivation to persist with the scoring task (Rouault et al., 2019).

 After scoring all ePortfolios, the confidence of raters in the group-trained condition 
increased notably. This may be attributed to the similarities among the sample ePortfolios 
selected for calibration and those scored for record. When limited to their experiences with the 
group training, the raters only experienced evidence of unreliability due to the differing scores 
each rater assigned to the respective ePortfolios. However, scoring 20 ePortfolios that were 
similar to their training experiences introduced evidence of reliability of their skill. This might 
have introduced new evidence of the reliability of the rubric and their training, thus contributing 
to this improved confidence (Boldt et al., 2017). This would explain why confidence increased 
for the group-trained raters but remained constant for the individually-trained raters. Finally, 
because scoring for record was an individual experience, there could have been a diminishing 
effect of social comparisons between the start and the end of the scoring process.

 The finding that increased confidence in the reliability of instructors’ scoring did not 
directly align with improved inter-rater reliability is somewhat counterintuitive. One would 
predict a positive correlation between these variables. However, a durable phenomenon in the 
literature is the negative relationship between overconfidence in performance and performance 
itself. That is, the lowest performing individuals tend to be overconfident and the highest 
performing students are much more accurate in their predictions of performance (Hacker et al., 
2000). The relationship is diminished as individuals become more competent at a task (Hacker 
& Bol, 2019). It seems plausible that as raters become more reliable with extended training, their 
confidence would more precisely reflect the accuracy of their judgments. 

Implications and Future Directions
 The explanations outlined above align with facets highlighted in generalizability 
studies conducted on other VALUE rubrics (Pike, 2018; Pike & McConnell, 2018). As Pike 
(2018) reported, variation across raters and assignments were the largest two sources of error. 
Future generalizability studies on the Integrative & Applied Learning VALUE Rubric might 
identify if other facets contribute to the variance in results and, if so, to what extent. At present, 
recommended actions to improve the dependability of other VALUE rubrics include enhancing 
rater training, aligning assignments, and modifying the rubrics themselves (Pike & McConnell, 
2018). This study contributes additional empirical evidence in support of these actions and 
extends them to the assessment of integrative learning via the Integrative & Applied Learning 
VALUE Rubric. 

 Because some of the differences observed between group- and individually-trained 
raters may have been influenced by the instructors’ discipline, training within disciplines may 
improve its effectiveness. For example, it may not make good sense for an English scholar to 
review and score an engineering portfolio. Discipline-based training may increase both the 
reliability and validity of rubric scores. This strategy would afford comparisons both within 
and between disciplines to potentially uncover an interaction between group versus individual 
training contexts and subject areas. That is, group training may be more effective in some 
disciplines compared to others. 

 The process followed in this study aligns with the process and duration of popular 
group training protocols (Rhode Island Department of Education, n.d.; Stanford Center for 
Assessment, Learning, & Equity, 2017; Virginia Department of Education, 2019), yet the 
reliability of raters trained in this manner was worse than those trained individually. The 
present reliability results call for cautiousness in espousing the benefits of these protocols. 
Additional research is needed to investigate the reliability of such group training protocols – 
particularly for applications of VALUE rubrics to student work (Gray, et al., 2017). 

 As Pike (2018) states, “there is no substitute for well-trained raters” (p. 9). It is plausible 
that collaborative group training would be more successful when increased in duration and 
activities, such as the two-day training institute employed by Marshall et al. (2017). If choosing 
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to move forward with using multiple raters to review student work, future practitioners might 
consider extending the duration of training and/or introducing anchor papers (Pike, 2018) to 
ground rater scores. In practicality, however, these results suggest that institutional trainers 
may be able to leverage individual rater training sessions to increase its available rater pool 
beyond those who have availability to attend synchronous group training sessions. 

 While rubrics may be beneficial by providing students with clear performance 
expectations and potentially support self-regulation, students should also be able to trust in the 
reliability of the scores given to them. Given the present results, it bears repeating AAC&U’s 
directive that the Integrative and Applied Learning VALUE Rubric is not appropriate for 
grading individual student’s assignments (AAC&U, 2009). However, the limitations of the 
reliability of this instrument are also relevant to institutional-level uses. Even at the institutional 
level, the use of this rubric could be high-stakes for students who will be the recipients of any 
pedagogical or programmatic alterations that may occur as a result of the data produced from 
such work. This reinforces the need for reliability in order to avoid unsupported decisions 
which could ultimately have a negative impact on students.  

 Furthermore, institutions and/or individual faculty may choose to ignore AAC&U’s 
directives. The use of rubrics in higher education, particularly with their integration into 
learning management systems, can vary widely and lead to some institutions mandating 
their use (Dawson, 2017). The proliferation of interest in VALUE rubrics across individuals, 
organizations, and colleges and universities (Pike & McConnell, 2018) offers insight into the 
potential for both use and misuse. Although that is not the fault (nor intention) of this rubric 
as it is designed, it may be an outcome. Therefore, it remains important that its reliability be 
improved as much as possible.

 Per Finley (2011), the standard interpretation of a high or acceptable kappa score is 
0.70. Only one finding – the reliability of the individually trained raters on the Connections 
to Discipline dimension at the 3-point score level – achieved this threshold. This is especially 
problematic when considering that the collapsed 3-point scale was: 0-Missing/Unable to 
determine, 1/2/3, 4-Capstone. Combining the scales in this way may have improved the 
quantitative reliability to a high level, but qualitatively, the scores are meaningless. Pike (2018) 
and Pike & McConnell’s (2018) potential solution for improving the reliability of the VALUE 
rubrics by utilizing better assignment design to align more explicitly to the criteria of the rubric 
proved unsuccessful in this study, as the ePortfolios rated were designed to align with the 
Integrative and Applied Learning VALUE Rubric. Changes to the Integrative and Applied 
Learning VALUE Rubric are needed and are already underway (Pike & McConnell, 2018).

 Perfectly reliable assessment tools are not sufficient alone to instigate widespread 
improvements to learning (Eubanks et al., 2021). Yet methodologically sound assessment 
designs remain an integral piece of the puzzle. Integrative learning will continue to serve as 
a driving goal of a college education in at least the near future. The faculty empowerment 
and professional development needed to spur larger gains in integrative learning must rest 
soundly on a foundation of reliable assessments of its demonstration. This requires a rubric 
with clearly and appropriately defined criteria which can be applied reliably across raters and 
student work. The present study investigated whether the reliability of AAC&U’s Integrative 
and Applied Learning VALUE Rubric could be improved when human raters were trained 
in collaborative group settings. Although the findings did not support our hypotheses, they 
contribute empirical evidence to the literature on group training, interrater reliability, and the 
application of nationally-normed rubrics to locally-designed ePortfolios.
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Appendix A 

Departments Represented by Faculty amongst Conditions  

Department Number of Faculty Raters 

Assigned to Individually-

Trained Condition

Number of Faculty Raters 

Assigned to Group-Trained 

Condition

English 5 1

Electrical and Computer 

Engineering
0 1

STEM Education and 

Professional Studies
0 1

Teacher Education 1 0

Communication & Theatre Arts 0 1

Psychology 0 1

Political Science 0 1IMPROVING RUBRIC RELIABILITY               35

Appendix B 

Reliability of Integrative and Applied Learning VALUE Rubric as Reported in Finley’s (2011) 

Analysis  

Note. Standard deviations are provided in parentheses for each score. 

Perfect 

Agreement 

(Original 5 

categories)

Approximate 

Agreement 

(Using 4 

categories)

Approximate 

Agreement 

(Using 3 

categories)

Percentage of Agreement 28% 

(3%)

49% 

(8%)

72% 

(8%)

Kappa Score 0.11 

(0.04)

0.31 

(0.11)

0.58 

(0.11)
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Abstract
General education is an essential feature of American universities and colleges. 

While many educators value general education, many students do not. Students 
view general education requirements as interfering with their major requirements, 

perpetuating a negative sentiment about a disconnect between general education 
and academic degree programs. We aim to investigate the validity of this story using 
empirical data collected from robust assessment practice. We examined the extensive 

assessment records at a liberal arts university to evaluate overlap between the 
learning outcomes of the general education program and academic degree programs. 

Findings suggest that the outcomes-oriented general education program was well 
integrated — nearly half of the academic degree learning outcomes were linked to 

a general education outcome. Further research should explore if the sentiment of 
disconnect stems from a lack of implementation fidelity and how findings regarding 

general education interrelatedness can contribute to the larger conversations and 
concerns surrounding higher education.AUTHORS

Yelisey A. Shapovalov, M.A. 
James Madison University

Brian C. Leventhal. Ph.D.
James Madison University

Investigation Of  The Alignment Of  General 
Education And Academic Degree Program 

Learning Outcomes

 General education became a mainstay in American institutions of higher 
education in the early 20th century (Crooks, 1979; O’Banion, 2016). Since then, general 
education has endured waves of reforms, criticisms, and periods of popularity as well 
as times of disillusionment and fragmentation. Nonetheless, postsecondary institutions 
continue to feature general education programs and some continue to experiment with 
emerging ideas and revisions (O’Banion, 2016).

Defining General Education
 General education falls under the larger ideal of a liberal education, “a philosophy 
of education that empowers individuals, liberates the mind from ignorance, and cultivates 
social responsibility” as defined by the American Association of Colleges and Universities 
(AAC&U, 2002). As such, general education has been said to serve multiple purposes, 
from imparting students with broader knowledge for life (Bastedo, 2002) to developing 
transdisciplinary skills and values that foster success in academic pursuits and beyond 
(Glynn et al., 2005; Scott, 2014). General education programs strive to empower students 
to consider diverse cultures, lifestyles, and backgrounds from well-reasoned and informed 
perspectives (Glynn et al., 2005). Moreover, these programs aim to educate students on how 
to grow into responsible, caring members of society (Benander et al., 2000; Melville et al., 
2013). AAC&U synthesized the broad goals of a liberal education into a practical definition 
of general education as the “part of a liberal education curriculum shared by all students. It 
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provides broad exposure to multiple disciplines and forms the basis for developing important 
intellectual and civic capacities”  (AAC&U, 2002).

 To meet their broad goals, universities and colleges can design general education 
programs in various ways, such as following a more traditional distribution requirement 
model, adopting a learning outcomes model, or using a hybrid approach. Currently, most 
general education programs follow the traditional model characterized by requiring students 
to complete introductory level courses across a range of disciplines from a list of pre-selected 
options (Bourke et al., 2009). Gump (2007) identified eleven characteristics shared by courses 
that fit the requirements of general education programs across universities. Several of these 
characteristics reinforce the introductory nature of general education courses as many 
are also the initial courses of a major in a discipline. Specifically, these courses are aimed 
at nonspecialized audiences, assume no background knowledge or skills in the subject 
area, and thus carry no prerequisites. Moreover, these courses, typically of large class size, 
emphasize breadth instead of depth and are designed to help students acquire a knowledge 
base through lectures or practice exercises. Unless integrated in a common core curriculum, 
such courses carry no inherent expectations for connections with material covered in other 
courses and tend to stand alone, with learning outcomes that are linked only or primarily to 
activities carried out as part of the course requirements. Consequently, students can complete 
these courses at any point in their academic careers, resulting in students considering these 
courses to be distractions from their interests or academic majors (Gump, 2007). 

 The traditional model has also been described as a “cafeteria” model and criticized 
as “a smorgasbord of courses loosely connected to core disciplines from which students must 
make choices of two or three helpings from a buffet of sometimes a hundred or more offerings” 
(O’Banion, 2016, p. 332). An alternative, among many suggested general education reform 
proposals, is adopting a learning outcomes model in which general education programs 
consist of courses aligned to common program-level learning outcomes. A key feature of this 
model is the intentional alignment of general education, institutional, and academic program 
learning outcomes to form a well-integrated liberal education experience (Galle & Galle, 
2010). However, an outcomes-based curricular design and distribution model for general 
education are not mutually exclusive. That is, higher education institutions, particularly 
larger universities, may design academic program curriculum based on outcomes but rely 
on a distribution model for their general education program. Regardless of program design, 
by the time students graduate, they must have satisfied general education requirements 
by completing courses in writing, mathematics, foreign languages, social science, natural 
science, and the humanities in addition to their major-related coursework (Stevens, 2001). 
Although students receive a variety of experiences, educator and student perspectives on the 
state of general education have not been overwhelmingly positive. 

Educator and Student Perspectives
 General education programs have been critiqued for being too heavily “supply side” 
oriented, as in, focused on what the educators consider valuable, rather than attending to 
the concerns, attitudes, and opinions of the “demand side” or students (Johnston et al, 1991). 
Many educators value having a general education program (Paulson, 2012) and have a sense 
of ownership or responsibility for designing and delivering a general education (Beld & Booth, 
2010). However, many faculty are also not convinced that the traditional model is effective 
in achieving general education goals (Paulson, 2012). Mintz (2020) criticizes this dominant 
form of general education programs for being juvenile and not challenging students as a 
college program should, thereby influencing student opinion of general education programs 
as being obsolete. 

 Indeed, few students find favor in the current state of general education programs and 
tend to value general education outcomes less than other college experiences (Humphreys 
& Davenport, 2005). A common theme throughout studies is that students primarily 
attend university for vocational purposes, meanwhile general education programs are not 
specifically designed toward a vocation (Abowitz, 2006; Burns, 2020; Astin et al., 1989; Boyer, 
1987; Krukowski, 1985; Moffatt, 1989). Some educators are concerned about the increased 
focus on vocationally oriented education as more higher education institutions are losing a 
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traditional classification of liberal arts criteria; arguing that “American higher education will 
be diminished if the number of liberal arts colleges continues to decline” (Baker et al., 2012). 
Others advocate for the integration of vocational education into higher education, suggesting 
that general education programming can be complementary to vocationally oriented studies 
(Abowitz, 2006; Burns, 2020). However, students experience a tension between major 
requirements and general education requirements — viewing general education requirements 
as detracting from their major (Humphreys & Davenport, 2005). 

 Students feel that their general education program was completely disconnected from 
their major program, which students tend to view as more related to their vocational goals 
(Humphreys & Davenport, 2005). They report that general education courses taught them 
nothing that they had not already learned in high school (Peruski, 2005). As a result, more 
students are opting to take courses to meet general education requirements in the summer or 
at a community college to save time and money (Thompson et al., 2015). Increasingly, others 
are completing general education requirements as quickly and cost-efficiently as possible 
through Advanced Placement (AP) and dual-credit courses available during their secondary 
education (Felder, 2018). Essentially, students view general education requirements as a waste 
of time, money, and energy that interferes with their major- or career-oriented goals; students 
would not take general education courses if they were not required (Humphreys & Davenport, 
2005; Mintz, 2020; Peruski, 2005; Thompson et al., 2015). A recent report on graduates between 
2007 and 2018 prepared for the State Council of Higher Education for Virginia, found that, at 
least a quarter of two- and four-year undergraduate students across Virginia were “not at all 
appreciative” or only “slightly appreciative” of their general education experience, primarily 
citing four reasons — corroborating what has been commonly found in the literature: (1) 
not receiving meaningful value, knowledge, or skills from general education courses; (2) 
not being relevant to vocational goals nor useful for their career; (3) taking time away or 
detracting from major, concentration, or field of study; and (4) not being worth the cost or 
time (Survey and Evaluation Research Laboratory, 2021). However, students holding these 
perspectives may not be well informed.

 The same students that hold negative views of general education and prefer general 
education courses that align with their major are also fairly unfamiliar with the purposes and 
requirements of their general education program (Thompson et al., 2015). Only a small portion 
of students report ever receiving a clear explanation of the purpose of general education from 
an instructor or an advisor (Thompson et al., 2015). Students report simply selecting general 
education courses that fit their schedule in a preferable manner (Peruski, 2005). Fortunately, 
faculty are picking up on student perceptions of a disconnect between academic programs 
and general education programing. Accordingly, most faculty seek to foster the integration 
of general education programing with departmental majors and make this connection more 
evident for students (Paulson, 2012). 

 While the rhetoric about a disconnect between general education and academic 
programs has become pervasive, there is a lack of formal inquiries into its basis. Perhaps 
students are operating under a misconception that general education requirements are just a 
checklist to get through with no connection to their major. Some researchers have looked at 
student outcome results regarding their perception of the relevance of their general education 
coursework (Walters, 2018), and other studies have examined student performance on learning 
outcomes with measures of interest, such as student engagement (Carini et al., 2006). In a 
different approach, as Johnston et al. (1991) proposed for research, in this study we examine 
the learning outcomes of the general education program at a liberal arts university and cross-
examine them with the learning outcomes and related assessment data of all undergraduate 
programs. Our methodology is more aligned to the research conducted by Thomas et al. 
(2019) where researchers used qualitative coding. However, whereas Thomas et al. (2019) 
created inductive codes from student open-ended response, we treated the general education 
learning outcomes as our predetermined set of codes and holistically evaluated each 
academic learning outcome to determine if it matched the criteria to fit a general education 
outcome. Evaluating qualitative data according to a priori codes is a common methodology 
in qualitative research called deductive coding (Saldana, 2021). 
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 Although assessment data commonly refers to scores from cognitive and noncognitive 
instruments, we define assessment data to include information at all stages of the assessment 
cycle. This includes the stated learning outcomes, their links to planned programming and 
the assessment instruments, as well as implementation fidelity data. In this sense, assessment 
data consists of all the information and rationale employed in the assessment process, not just 
assessment results, because assessment professionals and program stakeholders rely on this 
information to contextualize result interpretation and better inform their assessment related 
decision-making (Smith et al., 2017; 2019).

 Recognizing that information at all stages of the assessment process is data addresses 
a major problem in educational assessment. Namely, widespread outcomes assessment is 
being conducted on campuses — often only to document student learning for accreditation 
— without using the assessment results to make a meaningful change to program outcomes 
(Banta & Blaich, 2011). Researchers and practitioners have responded to this gap in the 
assessment literature by providing models for using assessment data to evidence improvement 
in student learning at the program level (Fulcher, Good, et al., 2014; Fulcher, Smith, et al., 
2017). Our work also addresses the gap in use of assessment results by demonstrating how 
rigorous assessment practice can be leveraged into research to answer relevant questions 
and form more accurate, empirical claims. Specifically, in this study we innovatively address 
the perceptions of a general education program using extensive assessment data that was 
already available at our institution. 

 The purpose of our study is to address one of the key cited reasons for disgruntlement 
with contemporary general education programs: the claim that they are disconnected and 
unrelated to students’ major(s). To do this, we investigate assessment data to evaluate the 
degree to which general education and academic program learning outcomes are related. 
Using standardized program assessment records, we aim to collect evidence of whether there 
exists a connection between general education and academic programs.

Methods
 We investigated a general education program at a large, mid-Atlantic, public 
university – hereafter referred to as the University. The University’s general education 
program is not a traditional distribution requirement model. Rather, the University has 
invested significant resources in building a learning outcomes backbone to support the 
general education program. General education courses are built around domains with 
common learning outcomes where the curriculum is flexible, but the students are expected to 
attain the common learning outcomes. Specifically, the general education curriculum is built 
to align with five sets of related domains totaling 61 student learning outcomes. Although 
each course in the general education program is aligned to common domain outcomes, 
these courses are offered in multiple departments. For example, common critical thinking 
outcomes are found on the syllabi of history, business, and philosophy department courses, 
among others. Even within courses of the same title, students will have unique experiences 
as faculty are given flexibility to design the courses themselves, as long as they align with the 
general education outcomes. This structure provides students with multiple opportunities 
to achieve the same outcomes. Consequently, students are able to curate their education to 
their own interest or find new interests, which is favorable, as general education courses 
typically comprise one-third of students’ total coursework. While many general education 
programs follow a traditional distribution requirement model, the current study investigates 
the degree of outcome interrelatedness in the local general education program based on a 
learning outcomes model. We do not pose a hypothesis comparing the models because data 
was not collected on both types of general education programs.

 Our investigation focused on the alignment between the general education outcomes 
and the learning outcomes of the University’s academic programs. Due to the University’s 
investment in an outcomes assessment framework and to meet accreditation requirements, 
all programs submit similarly structured yearly program-level assessment reports to the 
assessment center on campus. These organized assessment reports encompass each academic 
program’s assessment data:  (1) a specification of student learning outcomes, (2) outcome 
alignment to curricular design, (3) the instruments used for assessment, (4) documenting 
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assessment methodology, (5) an analysis of results, and (6) how the program uses empirical 
results for program-related decisions to improve student learning. Each of these components 
are developed by faculty to benefit student learning. For the general education program, 
outcomes must go through a rigorous development and approval process by faculty 
representing multiple disciplines with stakes in the program. Assessment instruments are 
selected, modified, and/or developed by combining the expertise of general education 
faculty and assessment professionals at the University. Program outcomes, assessment 
instruments, and mapped programming are developed and reviewed by faculty within each 
academic program with consultation, if requested, from professionals in the on-campus 
assessment center. Assessment coordinators explicitly describe and show evidence of these 
processes in the annual assessment reports. With the goal of improving assessment practice, 
the assessment reports from undergraduate and graduate programs are reviewed by trained 
assessment professionals and faculty during a summer lockdown session. 

 To investigate the alignment of program-level outcomes with general education 
learning outcomes, two members of the research team independently reviewed all assessment 
reports, identifying program-level outcomes of academic programs (hereafter referred to as 
program outcomes) that matched general education learning outcomes. Evaluators treated 
the general education outcomes as predetermined coding categories using a deductive coding 
methodology. Then evaluators judged whether the general education outcomes overlapped 
or scaffolded up to the program outcomes in terms of content knowledge, skills, or abilities. 
Although this may seem straight forward, the specificity or generality of learning outcomes 
caused ambiguity. Consequently, evaluators investigated the assessment instruments used to 
assess each program outcome in addition to the mapped curriculum. Researchers referenced 
descriptive information about the instruments provided in the annual assessment reports, 
specifically the rationale linking instruments to learning outcomes, which helped develop 
a deeper understanding of the operationalization of the outcomes for each evaluator to 
independently determine alignment.

 Through an adjudication process across the two independent evaluators, we 
identified two sets of learning outcomes: (a) those in which there was agreement in alignment 
and (b) those in which there was disagreement in alignment. Agreement meant that both 
researchers coded the program outcome with the same general education outcome, having 
agreed that the program outcomes and general education outcomes were similar in terms of 
skills or content. Disagreement meant that only one evaluator provided a general education 
outcome code for a program outcome. Even with agreement, evaluators still compared 
rationales for alignment or lack of alignment. It became evident that in nearly all instances 
where evaluators agreed, it was because the learning outcome text, along with instrument 
and content coverage, provided sufficient detail for judgment. For cases in which evaluators 
disagreed, they relied on subjective judgements as to whether there was alignment because 
of limited information in the assessment reports. After discussion, if disagreement persisted, 
a third researcher independently evaluated to adjudicate. Fortunately, this situation was 
quite rare. Interrater reliability was bolstered by the adjudication process between the two 
independent evaluators and the input of the third researcher for special cases of disagreement 
such that all outcome alignment was based on the judgement of at least two evaluators. 

 To elucidate the judgement of the evaluators, we provide two examples: first, an 
example where alignment between outcomes was evident by evaluating the outcome 
statements alone; second, an example where alignment was determined after examining 
supplemental information in the assessment reports to determine the appropriate general 
education outcome code. As evaluators read program outcomes, they considered the content 
and skills students would need to know, think, or do to fulfill outcome requirements. Then 
evaluators holistically evaluated whether the content and/or skill(s) of the program outcome 
overlapped with the content and/or skill(s) specified by any of the general education 
outcomes, the a priori coding categories. For example, a Computer Science outcome states 
that students will be able to “express themselves clearly on technical matters both orally and 
in writing; communicate effectively with individuals who have a technical background and 
with individuals who do not.” Evaluators would match this outcome to a general education 
outcome from the Human Communication domain: “construct messages consistent with 
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the diversity of communication purpose, audience, context, and ethics” because alignment 
between skills is clear from the outcome text; specifically, both outcomes delineate elements 
of rhetorical awareness as a key skill for effective communication. In most cases, evaluators 
agreed between outcome alignment following this independent reasoning process. 

 In other cases, the degree of alignment was not evident from the outcome text alone. 
For example, the Dietetics program features a learning outcome stating that “upon completion 
of the program, graduates are able to apply critical thinking skills.” While critical thinking 
skills should align to the critical thinking general education domain, evaluators were not able 
to determine which code is appropriate without examining additional assessment data, such 
as how the Dietetics program assesses critical thinking skills. Referring to their annual report, 
the evaluators found that the Dietetics program used a course embedded assessment as part 
of a capstone project where students were required to find, analyze, and use information as 
the basis for evidence-informed practices. Specifically, the critical thinking skills outcome was 
evaluated on students’ ability to apply research to practice with coherent and valid rationale 
and evidence. To that end, evaluators determined that students must be able to evaluate 
research claims and sources for relevance to their practice, as well as credibility and accuracy for 
their practice recommendations, which aligns to the general education outcome code from 
the Critical Thinking domain: “evaluate claims and sources for clarity, credibility, reliability, 
accuracy and relevance.” These examples illustrate the two-step judgement strategy the 
evaluators used. First, evaluators holistically evaluated whether students would engage in 
overlapping or scaffolded skills to accomplish outcome statements as written. If the outcomes 
did not provide sufficient information to determine the degree of alignment, then evaluators 
referred to data in annual assessment reports to supplement their judgement. Results based 
on this evaluation strategy are presented next.

Results
 In the review year, the 2018-2019 academic year, 51 undergraduate academic degree 
programs with 633 learning outcomes submitted assessment reports. It is the case that in 
some years, academic programs are given exemptions to have more time to focus on long-
term assessment projects, such as learning improvement. Each program, on average, had 12 
learning outcomes with a standard deviation of 11. No academic degree program had less 
than one learning outcome and the maximum was one program with 64 learning outcomes. 
Within the submitted reports, 293 (46%) program-level outcomes were found to be related to 
general education learning outcomes.  

 The number of academic programs with linked outcomes to general education 
outcomes are shown in Table 1. The Human Communication (30) and Writing (22) general 
education domains linked to the greatest number of academic programs, while Wellness (2) 
linked to the least. Program outcomes targeting writing and presentation skills accounted 
for most of these mappings. Even for general education domains with few links to academic 
programs, within the linked programs there was still a considerable amount of alignment 
between outcomes. For example, the American Experience as well as the Visual and Performing 
Arts domains each only linked to four academic programs, but American Experience was 
aligned with 20 program outcomes and the Visual and Performing Arts domain was aligned 
with 12 program outcomes. 

 The four general education domains with the highest number of academic programs 
linked were Human Communication, Writing, Quantitative Reasoning, and Information 
Literacy. The Human Communication domain was comprised of four learning outcomes; 
each aligned with multiple program outcomes. Figure 1 displays the thirty academic degree 
programs with outcomes that mapped to the four Human Communication outcomes. These 
programs were quite variable in their disciplines. For example, Hospitality and Tourism 
Management had six (out of 18) outcomes aligned with Human Communication, while 
Integrated Science and Technology had four (out of 64) of their program outcomes aligned to 
the Human Communication domain. The “message construction” outcome accounted for the 
most links.
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 Courses in the general education Writing domain were developed for students to 
achieve five learning outcomes. Figure 2 displays the twenty-two academic degree programs 
with outcomes that mapped to the five Writing outcomes. Although twenty-two academic 
programs had aligned outcomes, the “writing in multiple environments” general education 
outcome was not linked to any program outcomes. Unsurprisingly, the English program 
had seven (out of nine) outcomes linked to Writing and the Writing, Rhetoric and Technical 
Communication program had six (out of six) of their program outcomes linked to this domain. 
The “rhetorical awareness” and “writing process” general education outcomes accounted for 
the most links. 

 The Quantitative Reasoning general education domain consisted of three learning 
outcomes, each aligned with numerous program outcomes. Figure 3 displays the twenty 
academic programs with outcomes that mapped to the three Quantitative Reasoning 
outcomes. The Integrated Science and Technology program had five (out of 64) outcomes 
linked to Quantitative Reasoning whereas several academic programs had three of their 
program outcomes aligned, including Anthropology (out of 24), Biology (out of 23), 
Engineering (out of 40), International Affairs (out of 15), and Political Science (out of 17). The 
“methods of inquiry” general education outcome accounted for the most links.

 Programming in the Information Literacy general education domain was designed 
to cover six learning outcomes. Figure 4 displays the sixteen academic degree programs 
with outcomes mapped to the six information literacy outcomes. Each learning outcome in 
the Information Literacy domain was linked to at least one of sixteen academic programs. 
Both the Engineering (out of 40) and the Media Arts and Designs (out of 12) programs had 
three outcomes linked to Information Literacy. The “persistency” and “information quality” 
general education outcomes accounted for the most links to program outcomes.

 

Table 1 
Distribution of academic degree programs with linked outcomes by general education domain

ALIGNMENT OF GENERAL EDUCATION AND ACADEMIC LEARNING OUTCOMES  16

The four general education domains with the highest number of academic programs 

linked were Human Communication, Writing, Quantitative Reasoning, and Information Literacy. 

The Human Communication domain was comprised of four learning outcomes; each aligned 

with multiple program outcomes. Figure 1 displays the thirty academic degree programs with 

outcomes that mapped to the four Human Communication outcomes. These programs were quite 

variable in their disciplines. For example, Hospitality and Tourism Management had six (out of 

General Education Domain Number of Academic 
Programs with Linked 
Outcomes (% out of all 
51 potential programs)

Number of Linked Outcomes 
across Academic Programs

American Experience 4 (7.8) 20

Critical Thinking 9 (17.6) 14

Global Experience 9 (17.6) 22

Human Communication 30 (58.8) 57

Human Questions and Context 7 (13.7) 10

Information Literacy 16 (31.4) 26

Lab Experience 3 (5.9) 3

Literature 2 (3.9) 4

Natural Principles 6 (11.8) 15

Physical Principles 9 (17.6) 17

Quantitative Reasoning 20 (39.2) 40

Sociocultural Domain 7 (13.7) 8

Visual and Performing Arts 4 (7.8) 12

Wellness 2 (3.9) 3

Writing 22 (43.1) 42

Total 150 293
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Figure 1 
Academic programs (in rectangles) with outcomes mapped to the Human Communication domain 
outcomes (in ovals)

1 Explain the fundamental processes that significantly influence communication.  
2 Construct messages consistent with the diversity of communication purpose, audience, context, and ethics.  
3 Respond to messages consistent with the diversity of communication purpose, audience, context, and ethics.  
4 Utilize information literacy skills expected of ethical communicators.
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Figure 2 
Academic programs (in rectangles) with outcomes mapped to the Writing domain outcomes (in ovals)

1 Demonstrate an awareness of rhetorical knowledge, which may include the ability to analyze and act on      
  understandings of audiences, purposes and contexts in creating and comprehending texts. 
2 Employ critical thinking, which includes the ability through reading, research and writing, to analyze a  
   situation or text and make thoughtful decisions based on that analysis. 
3 Employ writing processes. 
4 Demonstrate an awareness of conventions, the formal and informal guidelines that define what is     
   considered to be correct and appropriate in a variety of texts.  
5 Compose in multiple environments using traditional and digital communication tools.
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Figure 3 
Academic degree programs (in rectangles) with outcomes mapped to the Quantitative Reasoning 
domain outcomes (in ovals)

1 Describe the methods of inquiry that lead to mathematical truth and scientific knowledge and be able to  
   distinguish science from pseudoscience.  
2 Discriminate between association and causation, and identify the types of evidence used to establish causation. 
3  Evaluate the credibility, use and misuse of scientific and mathematical information in scientific developments  
   and public-policy issues.
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Figure 4 
Academic degree programs (in rectangles) with outcomes mapped to the Information Literacy domain 
outcomes (in ovals) 

1 Recognize the components of scholarly work and that scholarship can take many forms.  
2  Demonstrate persistence and employ multiple strategies in research and discovery processes.  
3  Identify gaps in their own knowledge and formulate appropriate questions for investigations in academic settings.  
4  Evaluate the quality of information and acknowledge expertise.  
5  Use information effectively in their own work and make contextually appropriate choices for sharing  
   their scholarship.  
6   Use information ethically and legally.

The remaining general education domains had fewer outcomes aligned to academic program 
outcomes. Table 2 presents academic program information for the remaining general education 
domains that had at least 10 links. The number of outcomes a general education domain had 
did not relate to the number of links aligned to academic program outcomes, r(13) = .15, p = .59. 
However, academic programs with many outcomes were linked with more general education 
outcomes than programs with fewer outcomes, r(49) = .61, p < .01. Moreover, the academic 
programs with the most linked outcomes varied by general education domain. 
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Table 2  
Academic program information for the general education domains that had at least 10 links

Table 2  

Academic program information for the general education domains that had at least 10 links 

General 
Education 

Domain (number 
of learning 
outcomes)

Total 
Links

Academic programs 
with most linked 

outcomes

Number of Linked 
Outcomes within 

Academic Program 
(Number of total 

outcomes)

General Education 
Outcome(s) 

accounting for the 
most links

Global 
Experience (5)

22 International 
Affairs

6 (15) Global Systems

Political Science 4 (17)

American 
Experience (6)

20 Political Science 9 (17) Democratic 
Institutions

Public Policy and 
Administration

8 (21)

Physical 
Principles (2)

17 Biology 5 (23) Formulate 
Hypothesis

Engineering 3 (40)

Physics 3 (14)

Natural Principles 
(2)

15 Biology 6 (23) Numerical Methods

Physics 3 (14) Theories Models

Critical Thinking 
(4)

14 Biology 3 (23) Argument Evaluation

Dietetics 3 (9) Argument 
Components

Visual and 
Performing Arts 
(6)

12 Art History 4 (6) Disciplinary Literacy

Theater and Dance 4 (28) Art and Works

Studio Art 3 (5)

Human Questions 
and Context (5)

10 Philosophy and 
Religion

3 (8) Appropriate 
Concepts

Integrated Science 
and Technology

2 (64) Understanding 
Context

Discussion
 General education programs are a staple of higher education institutions in America 
(Crooks, 1979; O’Banion, 2016). However, these general education programs have come under 
considerable criticism from students and some educators. Many students question the utility of 
these programs and consider them an interference to their academic degree pursuit or a drain 
of time and resources (Humphreys & Davenport, 2005; Mintz, 2020; Peruski, 2005; Survey and 
Evaluation Research Laboratory, 2021; Thompson et al., 2015). Many educators tend to see the 
value in a core liberal education experience for all students and become invested in providing a 
general education program — some recognize that there is room for improvement; others see a 
disconnect between academic degree programs and their local general education program (Beld 
& Booth, 2010; Paulson, 2012). Yet many of these sentiments are based on anecdotal evidence 
and self-reports. The present investigation of program-level student learning outcomes 
provides empirical clarity to this dilemma. 

 Our findings provide evidence that general education programs have connections to 
academic degree programs. Nearly every learning outcome of the general education program 
at the University aligned with at least one learning outcome of an academic degree program, 
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many of which had several linked learning outcomes. There also existed general education 
outcomes in which we were unable to conclude direct alignment, but that were still likely 
related to program outcomes. For example, consider the general education Writing outcome 
“writing in multiple environments.” Although we found zero links with academic program 
learning outcomes, achievement of this outcome by students is likely necessary for success in 
multiple academic programs, each requiring writing in their own unique environment. 

 Overall, results showed considerable overlap between general education and academic 
program learning outcomes, suggesting that the knowledge, skill, and abilities taught in the 
general education program align to the knowledge, skill, and abilities students develop in 
their academic programs. General education programs aim to set students up for success in a 
variety of academic degree programs (Glynn et al., 2005; Scott, 2014). Our results show that the 
academic outcomes linked tended to vary by general education domain. In other words, the 
domains of the general education program aligned differently to a variety of academic degree 
programs. For instance, the academic outcomes linked to the Global Experience domain were 
from different degree programs than the outcomes linked to the Physical Principles domain or 
the Visual and Performing Arts domain. Nonetheless, the learning outcomes of four general 
education domains each linked to at least a third of the academic programs. These domains 
focus on the higher order skills students need to be successful in most, if not all, academic 
degree programs: Human Communication, Writing, Quantitative Reasoning, and Information 
Literacy. In these outcomes, we can see a scaffolding of skills from general education into 
students’ major, reflecting important learning steps that all students are intended to experience 
and develop from. Skills targeted in these learning outcomes are critical to multiple disciplines 
across higher education. These findings oppose the reported perception students have that 
general education programs are unrelated to academic degree programs and interfere with 
major requirements (Humphreys & Davenport, 2005). However, our results do not provide 
evidence for inferences about students’ actual experience in the learning environments that 
may lead to a perception of disconnect nor do our results address the feeling of redundancy, 
specifically that students report having learned general education outcomes in high school 
(Peruski, 2005). Thus, a well-integrated and well-planned general education program may still 
not alleviate the negative sentiments associated with the sense of redundancy. 

 In addition to results on assessment instruments, assessment data consists of the stated 
learning outcomes, mapped curriculum, instruments used, and implementation fidelity, the 
last of which was not considered in this study. Implementation fidelity refers to the extent 
to which learning experiences were delivered as designed (Gerstner & Finney, 2013; Smith et 
al., 2017; 2019). In other words, implementation fidelity data would allow us to consider the 
student experience in the classroom. Although we evidence that the academic degree programs 
and general education program may be well integrated by design, students’ perceptions are 
informed by their lived experiences, and are a reflection of  whether the related programming is  
implemented as planned. No matter how much alignment we see on paper, a lack of adherence 
to the programing as designed will influence the sentiment of disconnect experienced by 
students. In the present study we investigated the planned programming rather than the 
programing students actually received, due to limited available implementation fidelity data; 
thus, we were not able to assess how well the intended curriculum was adhered to. 

 Misconceptions about the interrelatedness of academic programs and general education 
may also be confounded by a messaging problem. Paulson (2012) suggests that educators are 
attempting to make the connection between general education and academic programs more 
evident; however, they lack the empirical data demonstrating this connection. By examining 
outcomes-based assessment records, we were equipped with the necessary documentation 
to provide evidence of a connection, which can be used to strengthen the messaging efforts 
of educators. Having a rigorous and thorough assessment practice in an outcomes-based 
framework adopted throughout the University was integral for producing this evidence. 

 In addition to directly and clearly educating incoming students on the purposes and 
requirements of their general education program, as well as the philosophy behind a well-round 
liberal education, educators should consider how their assessment practice can strengthen this 
messaging effort by providing empirical evidence of the connection between general education 
and academic programs. Clarifying the misconceptions early on can prevent students from 
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developing them throughout their educational career and letting this misconception take root. 
Moreover, faculty may consider integrating general education programing into academic 
program curriculum, explicitly linking the skills students are using in the academic degree 
program to the skills the general education program develops; thus, making this connection 
more evident for students. wFinally, while the study presented a story from the general 
education perspective, it may be worthwhile to see how an academic degree program maps to 
the existing general education programing to provide suggestions and recommendations on 
how to fill gaps in the general education program or how to reframe general education content 
to better fit and better scaffold toward academic degree programs. 

Conclusion
 By leveraging valuable assessment data, our study has taken a significant empirical 
step toward clarifying the connection between a general education and academic programs. 
Moreover, assessment data can be used to specifically form partnerships across general 
education academic program stakeholders, including instructors, advisors, department chairs, 
and admissions staff. As seen in the learning improvement literature, collaboration within 
and across disciplines is a key component for making meaningful change in higher education 
institutions (Fulcher, Good, et al., 2014; Fulcher, Smith, et al., 2017). Using assessment data to 
show the connection between program outcomes can warrant the basis for faculty partnerships 
and foster collaboration. 

 The effort to explicate the connection between general education and academic degree 
program learning outcomes can be addressed by higher education professionals at various 
levels and in various roles across higher education. Stakeholders can reference our results 
to strengthen their messaging regarding the alignment of general education with academic 
degree programs to represent higher education as an integrated learning experience, rather 
than separate tracks. 

 Assessment professionals can use our methodology and results to describe and 
visualize the alignment among academic program outcomes and general education outcomes. 
Furthermore, the outcome mapping could be useful for pulling together outcome-based 
accreditation reports. The outcome mapping can be used to organize reports by outcome 
alignment or through inclusion of information and visuals that demonstrate outcome 
integration across programs. Instructors will also benefit from using our methodology and 
findings to determine alignment between their academic program or course outcomes and 
general education outcomes, which can inform how they plan and execute learning activities 
to foster a more integrated education for students. 

 Collaboration across positions to facilitate educational connectedness is an important 
pursuit to reduce the perceived tension between students’ career-oriented goals and general 
education roles (Humphreys & Davenport, 2005; Survey and Evaluation Research Laboratory, 
2021; Thompson et al., 2015). Student critique of general education experience builds toward 
a greater discontent with contemporary conditions of higher education, particularly the 
devaluation of a liberal arts education (Gerber, 2012; Siegel, 2013), the rising cost of a post-
secondary education (Hill & Pisacreta, 2019; Schneider & Seligman, 2018), and the challenges of 
securing a comparable position in the workforce (NCES, 2021; Richard et al., 2013). Irrespective 
of the accuracy or extent to which these arguments are well founded, and the efforts made 
for counter-persuasion (AAC&U, 2002; Abel & Deitz, 2014), the negative narratives building 
against higher education are mounting. It is our hope that continuing the research on the 
interrelatedness of general education with academic programming at large, drawing on the 
strength provided through rigorous and extensive assessment practice, will help bring a 
positive focus that can aid in turning the tide of the conversation around higher education.
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Abstract
Faculty engagement in assessment processes is critical but remains limited, 
especially in public doctoral research universities. In this article, we propose 
an engaged assessment model that emerged from our work at a leading 
doctoral university. Through the engaged assessment process, faculty 
members are involved throughout, centering on student learning. Using 
the assessment process of the institution’s quality enhancement plan as an 
example, we detail how the engaged assessment model can be implemented 
through faculty learning communities. We also elaborate on core activities 
where faculty members explored assessment design, examined assessment 
data, and celebrated assessment as scholarship.
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Faculty Engagement in Student Learning 
Outcome Assessment

 The importance of faculty engagement in the assessment of student learning has 
been widely discussed (Ewell, 2009; Hutchings, 2010; 2016; Jankowski & Marshall, 2017; 
Middaugh, 2010; Reder & Crimmins, 2018). Kinzie et al. (2019) described the potential of 
greater integration of assessment and faculty development efforts in promoting a shared 
institutional commitment to student learning. There is also evidence that higher education 
institutional assessment is moving beyond the compliance-oriented approach to a more 
classroom-centered embedded approach (Hutchings, 2010; Kinzie et al., 2019). Instead 
of centering assessment on institutional compliance of external accountability measures, 
the classroom-centered embedded assessment approach offers the potential of faculty 
members being more engaged in institutional assessment design and implementation, 
as well as involved in using assessment data for curriculum improvement to support  
student learning.

 However, even while there are more efforts toward classroom-centered assessment, 
faculty engagement in assessment processes is still limited, especially in public doctoral 
research universities (Grunwald & Peterson, 2003; Jankowski et al., 2018; Kuh & Ikenberry, 
2009; Kuh et al., 2014). Based on a survey involving provosts and chief academic officers at 
U.S. higher education institutions about assessment activities and how assessment results 
are used at their institutions, Kuh and Ikenberry (2009) found that four-fifths of provosts of 
doctoral research universities report greater faculty engagement with assessment of student 
learning as their leading challenge. Similarly, Kuh et al. (2014) surveyed provosts or their 
designates at 1,202 institutions regarding assessment activities and how their institutions 
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use assessment results. Their findings reiterated the importance of faculty’s role in assessment 
and reported public institutions’ expressed needs to have more faculty involvement in 
assessment, increase the use of assessment results, and have more professional development 
for faculty and staff. A 2018 National Institute for Learning Outcomes Assessment (NILOA) 
survey also confirmed that provosts of doctoral institutions were more likely to express a 
desire for increased faculty engagement in assessment than their peers at other types of 
institutions (Jankowski et al., 2018).

 In this article, we propose an engaged assessment model that emerged from our 
work at a leading doctoral university. We describe the components of the model and provide 
an example of how this model can be implemented in the higher education context.

Engaged Assessment
 Even though faculty members design and implement the curriculum to support 
students in achieving specified learning outcomes, not all of them perceive engagement in 
the institutional assessment process as an integral aspect of their primary responsibilities 
(Banta & Blaich, 2011). If institutions adopt a traditional assessment model that centers on 
assessment reporting rather than learning improvement (Hundley & Kahn, 2019), faculty 
members and assessment professionals may work in isolation and the engagement of faculty 
in the assessment process may be peripheral and limited. 

 The ideal assessment process requires expanded faculty engagement and ownership. 
Inasmuch as assessment informs teaching and curriculum (Angelo & Cross, 1993; Maki, 
2010; Suskie, 2014), faculty members have an incentive to be engaged in discussions about 
assessment. Their experience with evaluating student mastery of content is invaluable in 
determining methods and criteria for measuring student learning, while their research 
backgrounds and expertise can be leveraged to promote the scholarship of assessment 
(AAHE, 1992; Arum & Roksa, 2011; Metzler & Kurz, 2018).

 An engaged assessment model challenges the traditionally-defined boundaries 
between instruction and assessment. Assessment professionals with expertise in assessment 
design and measurement work collaboratively with faculty members with expertise in the 
content area and pedagogy throughout the assessment process. Together they engage in 
ongoing dialogs to negotiate the assessment designs, instruments, and protocols to collect 
and analyze assessment data. Applying design thinking in the process (Benson & Dresdow, 
2014; Brown, 2008), they engage in iterative assessment cycles to not only modify instruction 
and curriculum based on assessment data but also make assessment adaptations. Through 
the engaged assessment model, faculty members and assessment professionals develop 
deeper understandings of the assessment process and outcomes and continue to increase 
the institutional capacity for assessment and instruction. Table 1 provides a summary that 
highlights the features of the engaged assessment process. 

Table 1 
Features of Engaged Assessment

FACULTY ENGAGEMENT                                                                                                           5
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process. 

Table 1. Features of Engaged Assessment 

Engaged Assessment at UNC 

Structure - Boundary Boundary crossing is encouraged based on individuals’ backgrounds, 
experiences, and interests

Process - Design
Dialog space is created to negotiate meanings among team members

Assessment designs, instruments, and protocols are emerging and adaptable

Product - Data Use

Iterative assessment circles - Immediate interpretation and use of data 
directly for program/curriculum and assessment adaptations

Summative reporting reflects more nuanced contextualized interpretation for 
program improvement

Sustainability - Mutual 
Learning

Boundary crossing dialogs provide learning opportunities and capacity 
building
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 In this section, we provide the program context and elaborate on the intentionality, 
process, product, and sustainability of the engaged assessment process at University of North 
Carolina at Chapel Hill (UNC). We describe core activities where faculty members explored 
the assessment design, examined assessment data, and celebrated assessment as scholarship 
through the assessment efforts for the implementation of course-based undergraduate research 
experiences or “CUREs” as part of the quality enhancement plan (QEP) at the university. 

QEP Context
 A key component of the Southern Association of Colleges and Schools Commission on 
Colleges (SACSCOC) reaccreditation requirements, the QEP is a plan of action that addresses 
an “issue that the institution considers important to improving student learning outcomes and/
or student success” (SACSCOC, 2020, p. 1). As a leading research university, UNC identified 
providing meaningful research experiences to undergraduates as a student learning priority 
(Sathy et al., 2020; 2021).

 The QEP and its assessment have been central to transforming undergraduate 
education at UNC to the point that the effort has been sustained by incorporating many of the 
findings into the new general education curriculum. UNC’s QEP comprises four programs: 
integrated curricula (co-taught first-year seminars that integrate the arts and humanities with 
the sciences and support other interdisciplinary connections across campus), Makerspace 
(engaging students in the design and creation of physical objects to promote creativity, problem-
solving, research, and entrepreneurship), research exposure opportunities (building support 
and infrastructure and learning opportunities to ensure research experiences for all students) 
and course-based undergraduate experiences or “CUREs” (an introduction to research that 
engages an entire class in a semester-long, hypothesis-driven research problem). We focus our 
discussion on the assessment of CUREs in this article.

Structure – Professional Learning Communities
 One of the key structures that needs to be in place to support the engaged assessment 
process is a space where faculty from a variety of disciplinary traditions and assessment 
professionals with expertise in documenting and reporting student learning can share and 
collaborate in meaningful ways. Instead of working in separate communities first and then 
sharing research and assessment outcomes at the end of the process, it is critical that the 
engagement of all partners is integrated throughout program and assessment discussions. 

 Building upon the principles of communities of practice (Wenger et al., 2002), a faculty 
professional learning community (FLC) was formed at UNC focusing on the implementation 
and assessment of CUREs. An FLC is a variety of community of practice; that is, a group of 
individuals who share a concern or a passion for an area of practice and learn how to do it 
better through regular interaction (Cox, 2003; Wenger, 1998). Through FLCs, a group of faculty 
members engage in a collaborative and sustained program of exploration that enhances the 
quality of teaching and learning (Cox, 2003; Cox & Richlin, 2004; Huber, 2008; Hutson & 
Downs, 2015). Participation in FLCs has been associated with faculty becoming more aware 
and respectful of others’ viewpoints, cultures, and learning preferences, as well as increased 
research and publication in the scholarship of teaching and learning (Cox, 2003).

 The FLC for CUREs at UNC included faculty members with differing content and 
professional expertise. Reflecting the CURE model’s origin in the sciences (Corwin et al., 2015), 
several faculty members from various science disciplines joined the FLC. For example, FLC 
participants included biology faculty members who designed a seafood forensic lab course 
to support students’ inquiries focusing on food mislabeling (Korzik et al., 2020; Spencer et al., 
2020) and chemistry faculty who taught a large-enrollment introductory organic chemistry 
CURE course (Cruz et al., 2020). In addition, faculty members from the humanities also 
developed CURE courses and participated in the FLC. For example, a digital humanities 
CURE course was developed to engage students in converting life histories from the Federal 
Writers’ Project into data to make text within the documents machine-readable and therefore 
easily searchable for future research (Rivard, 2019; Rivard et al., 2019). A law and literature 
CURE course supported students to read and analyze landmark court decisions alongside 
plays that were written in response to those cases (Larson & Rivard, 2018). Through the FLC, 
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faculty members from different disciplinary traditions had the opportunity to share their 
expertise and ways they adapt assessment measures and interpret assessment outcomes to 
enhance student learning in their respective courses. 

 Different from sporadic professional development sessions, an FLC has a coherent 
focus and typically leads to a shared product or outcome. At UNC, faculty members would like 
to increase the number of CURE courses to maximize student participation in these experiences 
and support students in developing research identities and become more empowered and 
capable of conducting research. Even though the content of the CURE courses may vary, 
the shared goals among faculty members include enhancing retention and graduation rates, 
increasing the inclusion and diversity of the research community, and expanding the number 
of research experiences in undergraduate education (University of North Carolina at Chapel 
Hill, 2017). The FLC discussions regarding program innovations and the assessment process 
centered on these shared goals and assessment resources were shared to support all faculty 
members for their CURE implementation. 

Process – Design Thinking
 CUREs offer a scalable and accessible research experience occurring within the context 
of a credit-bearing course, providing undergraduate students, regardless of past research 
experience, an opportunity to participate in an authentic research project (compared to simply 
enrolling in a regular course or lab). These courses offer students opportunities to develop 
and test their own hypotheses, collect their own data, experience iteration and failure, and 
potentially achieve discoveries that are new to the field (Sathy et al., 2020; 2021). This offers 
unique challenges for assessment since opportunities for applied research skill development 
may take priority over reviewing content and the outcomes of student work are not known 
ahead of time. The innovative and emergent nature of CUREs necessitates the integration of 
design thinking not only in curriculum and pedagogy (Koh et al., 2015; Wrigley & Straker, 
2017), but also in the assessment process (Benson & Dresdow, 2014). As Brown (2008) stated, 
the design process is “a system of spaces rather than a predefined series of orderly steps” (p. 4). 
Integrating design thinking in the assessment process makes it possible to measure the complex 
and evolving process in teaching and learning and to inform decision-making in the process 
(Benson & Dresdow, 2014; Wehlburg, 2008).

 To explore the assessment design for CUREs, FLCs engage in core design thinking 
activities including inspiration (surfacing problems and innovative solutions through 
interdisciplinary dialogs and collaborations), ideation (engaging in iterations of assessment 
process generation, prototyping, and experimentation), and implementation (conducting 
the assessment plan and sharing learning to further enhance instruction and the assessment 
process). One of the key challenges to the engaged assessment process is to integrate the 
assessment process in the least obstructive ways through instruction. With faculty members 
engaged in CUREs from different disciplinary areas, divergent ideas and perspectives emerged 
when discussing assessment design. These ideas contributed to the emergent design of the QEP 
assessment process and were implemented with the support of multiple stakeholders. Table 2 
includes sample questions we used in FLC discussions to explore outcomes and measures, data 
collection and interpretation, and data use for program improvement.

 As a result of these discussions, one of the CURE assessment measures, the Laboratory 
Course Assessment Survey (LCAS, Corwin et al., 2015) was adapted and used across CURE 
courses. The LCAS is a 17-item instrument used to differentiate CUREs from other courses 
by measuring student perceptions of the level of collaboration, discovery and relevance, and 
iteration that occurred within a given class. The instrument is comprised of three subscales: 1) 
collaboration; 2) discovery and relevance; and 3) iteration. Table 3 details each subscale and 
response options. 

 The instrument was originally piloted in biology labs with small enrollments (Corwin 
et al., 2015). Validation of the instrument followed Benson’s (1998) three-stage process to specify 
the dimensionality, reliability, and validity. The three subscales on the 17-item instrument were 
established and confirmed through multiple iterations of exploratory factor analysis. The 
reliability of the instrument was measured using Cronbach’s alpha. For traditional student 

Design thinking offers 
a solution to the 
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groups, the Cronbach’s alpha was 0.83 for collaboration, 0.84 for discovery/relevance and 0.90 
for iteration (Corwin et al., 2015). 

 As CURE courses expanded across the sciences, social sciences, and arts and 
humanities, faculty members from different disciplinary areas contributed to the adaptation 
of the instrument so that we can use the instrument to explore how CURE features vary 
across disciplines and course sizes. In fact, much of what we have learned about how well the 
instrument performs in these new contexts has originated in engaged collaboration among 
faculty, assessment staff, and students (Sathy et al., 2020; 2021).

Table 2 
Sample Assessment Discussion Questions

Table 3 
Laboratory Course Assessment Survey (LCAS, Corwin et al., 2015)
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assessment plan and sharing learning to further enhance instruction and the assessment process). 

One of the key challenges to the engaged assessment process is to integrate the assessment 

process in the least obstructive ways through instruction. With faculty members engaged in 

CUREs from different disciplinary areas, divergent ideas and perspectives emerged when 

discussing assessment design. These ideas contributed to the emergent design of the QEP 

assessment process and were implemented with the support of multiple stakeholders. Table 2 

includes sample questions we used in FLC discussions to explore outcomes and measures, data 

collection and interpretation, and data use for program improvement. 

Table 2. Sample Assessment Discussion Questions 

As a result of these discussions, one of the CURE assessment measures, the Laboratory 

Course Assessment Survey (LCAS, Corwin et al., 2015) was adapted and used across CURE 

courses. The LCAS is a 17-item instrument used to differentiate CUREs from other courses by 

Questions

Outcomes and 
Measures

How are course student learning outcomes aligned with program 
goals and the institutional mission? 
What are the direct and indirect measures embedded in the course 
design? 
What are the ideal measures that can be integrated in a meaningful 
way to measure student learning?

Data Collection and 
Interpretation

How can assessment data collection be least obstructive and most 
supportive of course delivery and program implementation? 
What assumptions and contexts do we need to consider when 
analyzing the data and interpreting the results?

Data Use for Program 
Improvement

How can data be used immediately for course or program 
improvement? 
How can data be used for long-term program improvement and 
development?
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measuring student perceptions of the level of collaboration, discovery and relevance, and 

iteration that occurred within a given class. The instrument is comprised of three subscales: 1) 

collaboration; 2) discovery and relevance; and 3) iteration. Table 3 details each subscale and 

response options.  

Table 3. Laboratory Course Assessment Survey (LCAS, Corwin et al., 2015) 

The instrument was originally piloted in biology labs with small enrollments (Corwin et 

al., 2015). Validation of the instrument followed Benson’s (1998) three-stage process to specify 

the dimensionality, reliability, and validity. The three subscales on the 17-item instrument were 

established and confirmed through multiple iterations of exploratory factor analysis. The 

reliability of the instrument was measured using Cronbach’s alpha. For traditional student 

Subscale Focus Number 
of Items

Response Options

Collaboration

student perceptions of how frequently 
they were encouraged to work 
together and share feedback, as well 
as their sense of developing 
metacognition toward research

6 items
1 = never, 2 = one or two 
times, 3 = monthly, or 4 = 
weekly

Discovery & 
Relevance

the degree to which students perceive 
themselves as having opportunities to 
create novel knowledge in the 
discipline and provide support for 
their findings

5 items 

1 = strongly disagree, 2 = 
disagree, 3 = somewhat 
disagree, 4 = somewhat 
agree, 5 = agree, and 6 = 
strongly agree

Iteration

students’ perceptions of having 
opportunities to revise or repeat their 
work as problems or questions that 
arise in their research

6 items

1 = strongly disagree, 2 
=disagree, 3 = somewhat 
disagree, 4 = somewhat 
agree, 5 = agree, and 6 = 
strongly agree
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Product – Data Use 
 The integration of design thinking allowed us to adapt the assessment measures 
for local use and provided more meaningful data discussion. The use of the LCAS as a 
common measure made it possible for FLC members to explore the relationship between 
student characteristics and LCAS data to draw implications for CURE instruction at the  
university level. 

In addition to collecting student LCAS data, faculty also completed a somewhat modified 
version of the LCAS instrument that asked respondents to what degree they perceived their 
students as having experienced collaboration, discovery and relevance, and iteration in their 
classes. Asking faculty to answer questions aligned to the student LCAS questions provides 
faculty data about whether students experience the course the way they planned (Hogan et 
al., 2019). Discrepancies between student and faculty perceptions help faculty fine tune design, 
instructor talk, and teaching assistant training. Differences in faculty and student responses of 
sample courses are reflected in Table 4. Negative scores represent when the instructor’s LCAS 
score was greater than the student’s score, whereas positive scores represent when the student’s 
LCAS score was greater than the instructor’s LCAS score. 

Table 4 
Differences between faculty and student responses in sample courses
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score was greater than the student’s score, whereas positive scores represent when the student’s 

LCAS score was greater than the instructor’s LCAS score.  

Table 4. Differences between faculty and student responses in sample courses 

In reviewing findings, faculty reacted to those comparisons. When examining the 

difference between faculty and student responses on iteration, a genetics instructor noted that the 

time constraints in the course led to limitations in the ability for students to repeat experiments: 

I would have liked to allow students more control in choosing experimental methods to 
use. However, students are presented with a novel problem in genetics. This means that it 
is not easy to determine how to solve that problem. It would take more than one semester 
to teach them all the potential methods before they have to choose some to use to solve 
the research problem. 

In Statistics in Psychology–a large enrollment course–the instructor reflected on the 

difference in student and faculty scores on discovery and relevance, saying “I suspect the larger 

class size limited the perception of discovery in some aspects of formulating hypotheses because 

of the consensus approach we took with hypothesis generation.” What this instructor learned led 

them to reframe how the discussion around hypothesis formulation occurred. 

Enrolled 
Students

Survey 
Respondents Collaboration Discovery & 

Relevance Iteration

Polymer 
Chemistry 6 6 +0.33 -1.17 -3.50

Astronomy 12 8 -1.12 -2.5 -.87

Analytical 
Chemistry 16 10 +1.20 -6.3 -2.50

Statistics in 
Psychology 220 186 +3.69 -7.24 +5.49

Organic 
Chemistry 411 313 -5.52 -4.47 -6.97

 In reviewing findings, faculty reacted to those comparisons. When examining 
the difference between faculty and student responses on iteration, a genetics instructor 
noted that the time constraints in the course led to limitations in the ability for students to  
repeat experiments:

I would have liked to allow students more control in choosing experimental 
methods to use. However, students are presented with a novel problem in 
genetics. This means that it is not easy to determine how to solve that problem. 
It would take more than one semester to teach them all the potential methods 
before they have to choose some to use to solve the research problem.

 In Statistics in Psychology–a large enrollment course–the instructor reflected on the 
difference in student and faculty scores on discovery and relevance, saying “I suspect the 
larger class size limited the perception of discovery in some aspects of formulating hypotheses 
because of the consensus approach we took with hypothesis generation.” What this instructor 
learned led them to reframe how the discussion around hypothesis formulation occurred.

 In the Organic Chemistry class, senior graduate teaching assistants, known as Graduate 
Research Consultants (GRCs), designed procedures and materials for the lab course and, in 
partnership with the lead instructor, transitioned the course from a traditionally structured 
lab to a CURE. When reviewing and discussing the LCAS assessment data, the lead instructor 
noted “I’d be curious to see how my TAs answered these questions. I’d like to think more about 
TA training in the future and how the TAs communicate with students about the process of 

The use of  design 
thinking and LCAS as a 

common measure allowed 
for meaningful data 

discussion and exploring 
the relationship between 

student characteristics 
and CURE instruction.
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science.” As answering one question often leads to many more new questions, the instructor 
engaged the GRCs in the assessment process to develop measures of student learning for the 
new CURE course and collected and analyzed student response data on the LCAS as well 
as measures of student project ownership and self-efficacy. The GRCs evidentially published 
a Scholarship of Teaching and Learning (SoTL) article describing how they transformed the 
course and delineating their assessment efforts (Cruz et al., 2020). The Organic Chemistry 
course exemplifies how the engaged assessment model may broaden opportunities to 
include other stakeholders, inform instructional decisions, and expand program-specific  
assessment efforts. 

Sustainability – Assessment as Scholarship
 The engaged assessment effort offered an opportunity to reframe assessment as 
scholarship by supporting faculty members and GRCs in reframing the common measures 
used to better reflect their discipline. In addition to using assessment reports and outcomes 
to inform institution-specific program innovations, the enhanced assessment capacity and 
the collaborative dialogues also made it possible for discipline experts to contribute to SoTL 
through the engaged assessment process. 

 As Hutchings et al. (2011) note, assessment resembles the scholarship of teaching and 
learning in that they share “a focus on student learning, a more systematic evidence-based 
approach to educational quality, and a commitment to being more public about what and how 
well students are learning in college and university classrooms” (p. 6). However, SoTL inquiries 
generally originate in faculty interest in the impact of classroom practices while assessment 
has been associated with external and internal concerns about institutional effectiveness. That 
is, the scholarship of teaching and learning has tended to be a more decentralized, grassroots, 
classroom-centered effort by faculty while assessment has been seen as a centralized, directed 
initiative originating with the administration (Hutchings et al., 2011). Hutchings et al. (2011) 
noted that in the past, “assessment and the scholarship of teaching and learning have proceeded 
on more or less separate tracks—with their different histories, methods, and champions—each 
somewhat wary of the other.” However, there is evidence that this perception is changing with 
the connection between the assessment of student learning and the scholarship of teaching and 
learning becoming increasingly apparent (Beach et al., 2016; Hutchings et al., 2011; Jankowski 
et al., 2018).

 Through the engaged assessment process at UNC, content area experts expanded 
their collaborations among themselves and with the assessment team to share their insights 
through SoTL. For example, two faculty members from the English department considered the 
question of how CUREs–an instructional approach originating in the sciences–would differ 
when implemented in the humanities (Larson & Rivard, 2018). In addition to creating direct 
measures to reflect the CURE approach implemented in their classes, these faculty reviewed 
and modified the LCAS to reflect the nomenclature and practices found in a humanities 
classroom, collected data across their classes, and worked with the QEP assessment team to 
analyze data and review their findings. Two SoTL articles (Rivard, 2019; Rivard et al., 2019) 
have already been published, and other work is pending. Several other SoTL publications using 
the assessment data have been published, including two studies related to adapting the CURE 
model to psychology (Sathy et al., 2020; 2021) and a study led by a group of graduate students 
examining scaling up CUREs to high enrollment chemistry courses (Cruz et al., 2020).

Discussion and Implications
 As we illustrated through the assessment process regarding the implementation 
the CUREs at UNC, the engaged assessment process differs from traditional institutional 
assessment models in terms of the structure, process, product, and sustainability (see Table 5). 
The monthly professional learning community meetings offered a platform to engage faculty 
from different disciplinary backgrounds in dialogues with the assessment team. With a focus 
on shared student learning outcomes at the institutional level, individuals crossed traditional 
disciplinary boundaries to engage in discussions regarding program innovations and the 
assessment process. Following the design-thinking principles, the engaged assessment process 
emphasized the iterative nature of assessment generation, adaptation, and validation. 

Engaged assessment 
reframes assessment as 
scholarship, expanding 
opportunities for 
discipline experts to 
contribute to SoTL 
through collaborative 
dialogues and enhanced 
assessment capacity.
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The collaboration also made it possible to embed the assessment process in program 
implementation, instead of having it as a separate, add-on component. Ongoing dialogues 
centering on the interpretation and use of the data provided immediate input to inform program 
improvement and assessment enhancement. These discussions also contributed to assessment 
capacity building at the institution. With the development of assessment capacity and growing 
ownership of the assessment data, it was very encouraging for us to report the contribution to 
SoTL building upon the assessment data in this engaged process. 

Table 5 
Engaged Assessment Activities
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encouraging for us to report the contribution to SoTL building upon the assessment data in this 

engaged process.  

Table 5. Engaged Assessment Activities 

What we learned from our experience with the engaged assessment process may also 

offer further implications for institutional leaders, assessment professionals, and faculty and 

teaching assistants who are interested in contributing to SoTL through the engaged assessment 

process.  

At the institution level, the creation of professional learning communities, or FLCs on our 

campus, offers the platform for cross-disciplinary collaborations centering on shared goals. At 

Activities Outcomes

Structure 
-Boundary

Monthly professional learning community 
meetings 
Participation of faculty across disciplinary 
areas and assessment professionals

Program innovation and 
assessment focusing on shared 
student learning outcomes

Process - 
Design

Inspiration - surfacing problems and 
innovative solutions through 
interdisciplinary dialogs and collaborations 
Ideation - engaging in iterations of 
assessment process generation, prototyping, 
and experimentation 
Implementation - conducting the assessment 
plan and sharing learning to further enhance 
instruction and the assessment process

Identification, adaptation, and 
validation of common 
assessment measures  
Collaborations on data 
collection processes

Product - 
Data Use

Dialogues centering on interpretation and 
use of data to inform program innovations 
and assessment adaptations

Program improvement 
Instructor development 
Assessment enhancement

Sustainability 
- Mutual 
Learning

Contribution to the Scholarship of Teaching 
and Learning (SoTL)

Enhanced collaborative 
assessment capacity 
Generative impact through 
SoTL

 What we learned from our experience with the engaged assessment process may 
also offer further implications for institutional leaders, assessment professionals, and faculty 
and teaching assistants who are interested in contributing to SoTL through the engaged  
assessment process. 

 At the institution level, the creation of professional learning communities, or FLCs on 
our campus, offers the platform for cross-disciplinary collaborations centering on shared goals. 
At UNC, faculty members were incentivized to participate in these learning opportunities 
through FLCs, develop and implement assessment measures in their courses, share the results, 
and make their assessment tools available for other faculty members to adapt. In addition, 
a research summit offering a forum for faculty to share their research findings based on 
their teaching and to co-present with their students was held every fall. These engagement 
opportunities expand the dialogs campus-wide, augmenting faculty discussions about 
improving student learning, and supporting the assessment capacity building across units  
on campus. 

 Further, assessment professionals have a key role to play in the engaged assessment 
process. In addition to assisting faculty members with adapting common measures or 
identifying new ones, our assessment team engages in individual and group discussions with 
faculty members, tracks changes to the instruments over time, maintains the data collected 
across all courses, and provides the overall analysis of the outcomes and impact of CURE 
courses. Through this collaboration, the assessment team also developed its capacity to offer 

The engaged 
assessment process 

offers implications for 
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more contextualized data collection, analysis, and reporting support to extend the use of 
assessment data beyond summative reporting that captures program effectiveness and impact. 
Instead of serving as a silent observer walking alongside faculty members implementing the 
curriculum innovations, the assessment team and faculty members negotiated the directions 
and methods throughout the program implementation journey and had more opportunities to 
offer just-in-time assessment support to inform program decision making. 

 Finally, our engaged assessment experiences through CUREs also led to faculty 
members and TAs’ scholarly development, especially in terms of the collaborative contribution 
to the SoTL research regarding CUREs. The use of the common measure across disciplinary 
areas allowed the team to contribute to the larger research agenda regarding the expansion of 
CUREs in higher education settings in a more systematic manner. This type of interactions and 
scholarly engagement can be especially beneficial for future faculty who are developing their 
professional network and connections in an interdisciplinary manner. 

Conclusion
 Faculty engagement is critical in student learning outcome assessment in higher 
education settings. The engaged assessment model at UNC exemplified the potential of faculty 
engagement at a leading doctoral university. FLCs offered space for the exploration of assessment 
designs, the examination of assessment data, and the celebration of assessment as scholarship. 
Dialogs and collaborations among faculty members across disciplinary areas enriched the 
assessment discussions and augmented the use of assessment for program improvement. As 
CUREs were integrated into the new general education requirements, the assessment activities 
were also carried over. To sustain and further expand the engaged assessment model at the 
institution, the assessment leadership team plans to continue these FLC discussions. This offers 
continued opportunities for faculty members to have a central role in assessment of general 
education, collaborating with the assessment team to identify appropriate measures and 
designs to illustrate the impact of the new general education curriculum on student learning. In 
addition to meeting accountability requirements, the design thinking activities of inspiration, 
ideation, and implementation are integrated into instructional practices to normalize the 
engaged assessment model to support curriculum innovation and program improvement.

 Future collaborations with other stakeholders, including students and community 
partners, in the engaged assessment process could further strengthen and realize the 
implementation of transformative assessment to enhance teaching and learning. We have 
already observed the positive impact of students becoming involved in assessment activities, 
including serving on general education committees and working groups, and participating 
in internships with the assessment team in which they took responsibility for identifying 
assessment tools and collecting data. Student involvement in these efforts have deepened 
our understanding of student perceptions of how they are assessed, and how they use the 
information they receive through assessment processes. Extending the engaged assessment 
model to include students in collaboration and dialog with faculty members and assessment 
staff may prove to be the next stage in promoting a more holistic and empowering approach to 
assessing student learning at our university.

Dialogs and collaborations 
among faculty members 
across disciplinary areas 
enriched the assessment 
discussions and augmented 
the use of  assessment for 
program improvement.
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Abstract
As a result of the COVID-19 pandemic, many instructors were forced to 
adjust from in-person to emergency remote teaching; however, classroom 
observation protocols, like the Classroom Observation Protocol for 
Undergraduate STEM (COPUS), have only been developed and validated 
for in-person instruction. Therefore, we developed and validated an adapted 
version of COPUS, called Online COPUS (O-COPUS), to measure teaching 
and learning practices during online synchronous instruction. We collected 
COPUS and O-COPUS data from 35 STEM instructors teaching via in-person 
and online synchronous instruction at a research-intensive, minority-serving 
institution (MSI). By identifying emergent codes from live observations 
and using an exploratory coding process, we adjusted six instructor and 
six student COPUS code descriptions for O-COPUS. As we prepare for 
teaching in the future, it is important to have formative assessment tools, like 
classroom observation protocols, designed for all course formats to be able to 
measure and improve pedagogical practices in college STEM classrooms.
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 Instructors and the teaching practices they employ play a critical role in improving 
student learning in science, technology, engineering, and mathematics (STEM) courses 
(Smith et al., 2013b). Active learning is an evidence-based teaching practice which requires 
students to engage cognitively and meaningfully with the course materials (Bonwell & 
Eison, 1991; Chi & Wylie, 2014). There are many benefits associated with the implementation 
of active learning (Chickering & Gamson, 1987; Crouch & Mazur, 2001; Freeman et al., 
2014), such as improved student attitudes (Armbruster et al., 2009) and retention of course 
material (Pérez-Sabater et al., 2011; Schwartz et al., 2011; Vanags et al., 2013) as they are 
practices that improve learning for all students, particularly persons excluded because of 
their ethnicity or race (Asai, 2020). Recently, Denaro et al. (2021) noted a national focus 
on implementing active learning to improve the quality of STEM education promoted 
by, among others, the National Research Council (2012), Olson and Riordan (2012), and 
Laursen (2019). Therefore, shifting large numbers of STEM faculty to include even small 
amounts of active learning in their teaching may effectively educate far more students and 
raise retention of undergraduate STEM students (Owens et al., 2017).

 Ongoing formative assessment is a key instructional practice in student-centered 
learning environments (MacIsaac, 2019; Offerdahl et al., 2018; Rosenberg et al., 2018). 
Historically, undergraduate teaching has been predominantly transmissionist in nature 
with the goal of conveying information to students (Barr & Tagg, 1995). However, with the 
benefits associated with active learning, it is imperative that STEM instructors consider 

61Volume Eighteen  |  Issue 1



RESEARCH & PRACTICE IN ASSESSMENT

how they can effectively implement student-centered practices in all formats of their 
classrooms. Therefore, an array of tools have been developed over the past two decades to 
measure enacted teaching practices in the in-person context, especially in STEM courses 
(Eddy et al., 2015; Owens et al., 2017; Sawada et al., 2002; Smith et al., 2013b). To name a few, 
the Practical Observation Rubric To Assess Active Learning (PORTAAL) (Eddy et al., 2015), 
the Decibel Analysis for Research in Teaching (DART) (Owens et al., 2017), the Reformed 
Teaching Observation Protocol (RTOP) (Sawada et al., 2002), and the Classroom Observation 
Protocol for Undergraduate STEM (COPUS) (Smith et al., 2013b) provide a way of collecting 
unbiased data by a trained third-party or an application like the Generalized Observation and 
Reflection Platform (GORP) (Tomkin et al., 2019; University of California Davis, 2018; van 
der Lans, 2018). Out of all of these classroom observation protocols, COPUS has commonly 
been used to examine instructor and student behaviors using 25 codes occurring during in-
person teaching in STEM classrooms (Smith et al., 2013b). Table 1 offers a description of 
the COPUS codes: 12 instructor behaviors, such as lecturing and moving and guiding, and 13 
student behaviors, such as listening and asking questions.

 For faculty professional development and education research efforts, COPUS codes 
have been characterized as traditional lecturing or active learning through various descriptive 
methods or the presence of various COPUS codes among different population of instructors 
(Akiha et al., 2018; Kranzfelder, Lo, et al., 2019; Lewin et al., 2016; Reisner et al., 2020; Smith 
et al., 2013b). For example, Akiha et al. (2018) calculated the frequency of various COPUS 
codes to analyze the differences in how instructors implemented traditional lecturing and 
active learning in middle school, high school, first-year university, and advanced university 
STEM classes. Results showed that students in middle school and high school participated 
in more active learning activities, such as group work, than first-year or advanced university 
STEM classes. Furthermore, middle school and high school instructors were also more 
active in the classroom, such as moving and guiding their students in active learning tasks, 
than first-year or university classes (Akiha et al., 2018). Also, analyses have been conducted 
through statistical methods to describe how instructors’ teaching practices are related across 
COPUS codes (Commeford et al., 2022; Denaro et al., 2021; Stains et al., 2018; Tomkin et 
al., 2019). Tomkin et al. (2019) used regression models to assess the differences in teaching 
practices between instructors who were involved in a community of practice (CoP) (Wenger, 
1996) versus those that were not. They found that instructors who were a part of a CoP 
implemented more active learning practices compared to non-CoP instructors (Tomkin et 
al., 2019). Additionally, COPUS data have been used in combination with other tools, such 
as the Classroom Discourse Observation Protocol (CDOP) (Alkhouri et al., 2021; Kranzfelder, 
Bankers-Fulbright, et al., 2019) and Instructor Talk (Lane et al., 2021; Seidel et al., 2015). Lane 
et al. (2021) examined what instructors teaching STEM courses do on their first day of class. 
They paired COPUS and Instructor Talk data to suggest that negatively phrased Instructor 
Talk was less common among instructors who used student-centered teaching practices 
(Lane et al., 2021). As a result, COPUS data have been analyzed and applied in a variety of 
ways to characterize STEM classroom behaviors.

 As a result of the COVID-19 pandemic, many instructors were forced to transition 
their course modality rapidly from in-person to online instruction. The sudden shift was 
constituted as emergency remote teaching (ERT) (Hodges et al., 2020). In contrast to traditional 
online teaching and learning, which has been studied and implemented for decades (e.g., 
Ally, 2004; Darby & Lang, 2019; Means et al., 2014; Nilson & Goodson, 2021), ERT is a 
temporary shift from in-person, blended, or hybrid courses to fully online teaching due to 
crisis circumstances. It provided access to online instruction and instructional supports in 
a manner that was quick to set-up, reliable (Hodges et al., 2020), and required instructors 
who were mostly inexperienced with online teaching to become familiar with new teaching 
tools and techniques including asynchronous and synchronous formats (Giesbers et al., 
2014; Nilson & Goodson, 2021; Skylar, 2009). Some instructors choose to implement an 
asynchronous format (e.g., recorded lectures, discussion boards, and at-home assignments) 
if they were concerned about their own or their students’ abilities to attend and participate 
in live online lectures (Lemke, 2022; Van Heuvelen et al., 2020). In contrast, instructors more 
often adopted a synchronous format (e.g., videoconference call or live online lectures) as this 
can encourage student-instructor interactions and group work (Heiss & Oxley, 2021; 
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Table 1 
COPUS Coding Scheme

Note: COPUS codes and code descriptions from Smith et al. (2013a).

 6
Online Adaption of COPUS

Instructor 
Doing

COPUS Codes COPUS Code Descriptions

Lecturing (Lec)
Lecturing (presenting content, deriving 

mathematical results, presenting a problem 
solution, etc.)

Real-time Writing (RtW) Realtime writing on board, doc. projector, etc. 
(often checked off with Lec)

Demo or Video (D/V) Showing or conducting a demo, experiment, 
simulation, video, or animation

Follow-up (Fup) Follow-up/feedback on clicker question or 
activity to entire class

Posing a question (PQ) Posing non-clicker question to students 
(nonrhetorical)

Clicker question (CQ)
Asking a clicker question (mark the entire time 

the instructor is using a clicker question, not just 
when first asked

Answering questions (AnQ) Listening to and answering student questions 
with the entire class listening

Moving and guiding (MG) Moving through class guiding ongoing student 
work during active learning tasks

One on one (1o1)
One on one extended discussion with one or a 
few individuals, not paying attention to the rest 

of the class 

Administration (Adm) Administration (assign homework, return tests, 
etc.)

Waiting (W)

Waiting when there is an opportunity for an 
instructor to be interacting with or observing/
listening to student or group activities and the 

instructor is not doing so

Other (O) Other

Listening (L) Listening to instructor, taking notes, etc.

Individual (Ind)

Individual thinking/problem solving. Only mark 
when an instructor explicitly asks students to 

think about a clicker question or another 
question/problem on their own

   

 7
Online Adaption of COPUS

Note: COPUS codes and code descriptions from Smith et al. (2013a). 

For faculty professional development and education research efforts, COPUS codes have 

been characterized as traditional lecturing or active learning through various descriptive methods 

or the presence of various COPUS codes among different population of instructors (Akiha et al., 

2018; Kranzfelder, Lo, et al., 2019; Lewin et al., 2016; Reisner et al., 2020; Smith et al., 2013b). 

For example, Akiha et al. (2018) calculated the frequency of various COPUS codes to analyze 

the differences in how instructors implemented traditional lecturing and active learning in middle 

school, high school, first-year university, and advanced university STEM classes. Results 

showed that students in middle school and high school participated in more active learning 

Students 
Doing

Group Clicker Question (CG) Discuss clicker question in groups of 2 or more 
students

Group Worksheet (WG) Working in groups on worksheet activity

Other Group Work (OG) Other assigned group activity, such as 
responding to instructor question

Answering questions (AnQ) Student answering a question posed by the 
instructor with rest of class listening

Student Question (SQ) Student asks question

Whole class discussion (WC)
Engaged in whole class discussion by offering 
explanations, opinion, judgment, etc. to whole 

class, often facilitated by instructor

Prediction (Prd) Making a prediction about the outcome of demo 
or experiment

Student Presentation (SP) Presentation by student(s)

Test or Quiz (TQ) Test or quiz

Waiting (W) Waiting (instructor late, working on fixing AV 
problems, instructor otherwise occupied, etc.)

Other (O) Other – explain in comments
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Lang, 2020; Van Heuvelen et al., 2020). In the systematic review of research on ERT in 
higher education before the pandemic, text-based tools used for asynchronous instruction 
(e.g., discussion forums) were most often used by instructors (Bond et al., 2020). During the 
pandemic, they found that there was a much higher use of synchronous collaboration tools, 
especially video conferencing platforms like Zoom, Teams, and Google Meet (Bond et al., 2021). 
Nevertheless, teaching in a synchronous format does not guarantee student participation; for 
example, Reinholz et al. (2020) found an overall decrease in student participation in biology 
classrooms as the class transitioned from in-person to synchronous instruction during ERT. 
However, the transition from an in-person to online synchronous instruction mid-course 
presented many challenges, including maintaining active student engagement (Giordano &  
Christopher, 2020).

 During the COVID-19 pandemic, there have been a few studies that have documented 
teacher and student behaviors because of the shift to online synchronous instruction during 
ERT. Some instructors were not able to implement the best active learning strategies for 
online learning (Youmans, 2020), but others approached this challenge with creativity 
leading to opportunities for classroom pedagogical innovations including adaptations of 
student-centered activities. To recreate activities that were administered before ERT, Tan et al. 
(2020) utilized the Zoom breakout room function which creates small videocall rooms within 
the main virtual meeting, as well as Padlet, a virtual whiteboard. In pre-assigned breakout 
rooms, students would have discussions facilitated by an instructor or teaching assistant who 
were present in each breakout room. By asking students to turn their microphone functions 
on, groups were highly engaged in discussions. Singhal (2020) also utilized breakout rooms 
when assigning group active learning activities and moved between groups as they worked 
collaboratively. Tan et al. (2020) also utilized Poll Everywhere, an online tool for live polling to 
engage students actively during online synchronous instruction. Similarly, Christianson (2020) 
utilized Socrative, another online tool for live polling, to assign their students group quizzes at 
the beginning of class. During the administration of the quiz, students used Microsoft Teams 
to engage in group discussion on the quiz questions. Tan et al. (2020) found that the Zoom 
chat function, a messaging system within the video call room that allows participants to send 
messages to the group or direct messages to each other, was valuable to maintain interactions 
among faculty, teaching assistants, and undergraduates in the course. Researchers also found 
that students in the course seemed to respond to more questions and participate more in the 
chat compared to in-person discussions. In a large-enrollment biochemistry course, Dingwall 
(2020) designed templates for metabolic pathways that students could actively fill out during 
lecture. Students agreed that these templates were useful in online synchronous instruction 
because it allowed them to engage in lecture material rather than passively listen to their 
instructor. Therefore, while there have been studies documenting what classroom technology 
tools were successful in implementing active learning strategies during ERT (Christianson, 
2020; Dingwall, 2020; Singhal, 2020; Tan et al., 2020), studies have not been conclusive about 
how to document the specific teaching and learning practices that have implemented in 
online synchronous instruction. More specifically, formative assessment tools are needed to 
measure these practices in a reliable and valid manner.

 During ERT, instructors, institutional assessment programs, and biology education 
researchers faced a problem of not having reliable, validated classroom observation tools 
that could be easily implemented online by trained observers to measure teaching and 
learning behaviors. As described above, Smith et al. (2013b) developed and validated 
COPUS for in-person instruction, so we responded to the need to adjust some COPUS 
code descriptions to document teaching and learning practices more efficiently for online 
synchronous instruction. Although adjusting the original COPUS code descriptions to 
fit online synchronous instruction may seem like a seamless transition, many universities 
stopped conducting COPUS observations during ERT due to its complexities. For instance, 
UC Irvine put COPUS observations on hold because they “were lacking the resources to 
validate a novel observation protocol in the face of the numerous other COVID-19-related 
challenges” (personal communication with Brian Sato, 07/20/2021). Additionally, UC San 
Diego commented: “We had trained undergrads to do the observations and didn’t think we 
could ask them on the fly to adjust things” (personal communication with Melinda Owens, 
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07/20/2021). Some institutions utilized COPUS as an assessment tool to support instructors 
while transitioning to online synchronous instruction (Clark et al., 2020); however, they did 
not validate the tool for this new study context (i.e., ERT).

Study goal and objectives
 Therefore, out of necessity, the goal of this study was to adjust the original COPUS 
code descriptions to document online synchronous teaching and learning practices as well 
as online functions that instructors may incorporate into their future teaching practices. This 
adaptation was not intended to capture asynchronous teaching and learning practices as the 
original COPUS was developed around live in-person class sessions. By adapting COPUS 
for online synchronous instruction, instructors will have the ability to make comparisons 
between past, present, and future teaching and learning practices as they move to other 
instructional modalities, such as in-person, hybrid, or hybrid-flexible (HyFlex) (Beatty, 2019). 
The objectives for this case study were to:

 1.  Adapt and validate COPUS for online synchronous instruction   
          (O-COPUS) and effectively train observers to collect reliable COPUS  
      and O-COPUS data.
 2.  Create an O-COPUS codebook that captures commonly observed  
      online teaching and learning practices.
 3.  Showcase sample data that instructors or researchers might obtain  
      from  original COPUS compared to the adapted O-COPUS protocol.

Case Study
 This study was approved by UC Merced’s Institutional Review Board, and all 
participating instructors provided informed consent to anonymously participate in the study 
(Protocol ID UCM2020-3).

Participants and instructional context
 For this study, we drew on previously collected classroom data from 40 undergraduate 
and graduate STEM courses taught by 35 instructors at the University of California, Merced 
(UC Merced), a research-intensive, minority-serving institution (MSI) in the western United 
States. This larger ongoing research project was funded by two research grants: the Howard 
Hughes Medical Institute Inclusive Excellence (HHMI IE) awarded to the biology program 
and the National Science Foundation Hispanic Serving Institution (NSF I) awarded to the 
chemistry and biochemistry department with the goal of understanding, documenting, 
planning, and enacting meaningful initiatives to improve teaching and student learning at 
UC Merced. As part of that project, we collected data from STEM instructors each semester 
before the transition to ERT (fall 2018 through spring 2020), during the transition to ERT 
(spring 2020), and/or during the continuation of ERT (fall 2020 and spring 2021) (Table 
2). We chose instructors for that larger project who had: 1) taught either a lower or upper 
division undergraduate or graduate STEM course; 2) taught a lecture course (excluding 
laboratory, discussion, or seminar courses); and 3) either taught in-person or via online 
synchronous instruction (excluding asynchronous instruction). Lund et al. (2015) found that 
at least three successive classroom observations are necessary to characterize adequately an 
instructor’s teaching practices; therefore, we conducted at least three classroom observations  
per instructor.

 Descriptive information about the instructors and courses included in this study can 
be found in Table 2. Instructors taught mainly lower division undergraduate courses from a 
variety of STEM disciplines with the majority being in biology or chemistry. All three instructor 
types from our institution (tenure-track research faculty, tenure-track teaching faculty, and 
non-tenure track contingent faculty, i.e., lecturers) were observed with the majority being 
tenure-track research faculty. Course class sizes ranged from four to 292 students with a mean 
of 110 students. One of the authors was also one of the participating instructors; we did not 
collect or analyze the data.
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Undergraduate interns 
from UC Merced's SATAL 
program play a vital role 
in implementing a wide 

range of  assessment 
tools, including COPUS, 

to improve classroom 
practices and gather 

student perspectives.

Methods

Students Assessing Teaching and Learning (SATAL)
 Since 2009, the undergraduate interns from UC Merced’s Students Assessing 
Teaching and Learning (SATAL) collaborate with faculty who are focused on pedagogical 
and curricular exploration and have the desire to understand their students’ experiences and 
perspectives in order to inform classroom practices (Signorini & Pohan, 2019). To accomplish 
this, SATAL implements a wide range of assessment tools for gathering student perspectives, 
including classroom interviews, surveys, and COPUS. SATAL interns work with faculty to 
provide assessment results and feedback to improve students’ experience in their class. Since 
2018, the undergraduate interns from the SATAL program have partnered with faculty to 
conduct multiple COPUS research projects for different purposes. Therefore, the adaption of 
COPUS during ERT came naturally to the SATAL program as they continued to collaborate 
with faculty during ERT on COPUS research projects.

Table 2 
Instructor and course demographics

 14
Online Adaption of COPUS

Note: Classroom observation data were collected from 40 STEM courses taught by 35 different 
instructors. During the transition and continuation of emergency remote teaching, some 
instructors from our original study did not continue their participation. 

Methods 

Students Assessing Teaching and Learning (SATAL) 

In-person Online

Characteristics

Fall 2018 – 
Spring 
2020

Spring 
2020

Fall 
2020

Spring 
2021

Discipline

Biology 16 9 6 7

Chemistry 9 1 5 5

Mathematics 4 4 0 0

Physics 4 2 0 0

Engineering 2 0 0 0

Instructor type

Research faculty 14 8 5 5

Teaching faculty 8 4 2 3

Lecturers 13 4 4 4

Course Size

Small (≤60 students) 12 6 1 1

Medium (61-100 students) 3 3 0 0

Large (>101 students) 20 7 10 11

Class level

Lower division 25 9 10 10

Upper division 7 5 1 1

Graduate 3 2 0 0

Total 35 16 11 12

   

Note: Classroom observation data were collected from 40 STEM courses 
taught by 35 different instructors. During the transition and continuation 
of emergency remote teaching, some instructors from our original study 
did not continue their participation.
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COPUS Data Collection 
 During in-person COPUS observations, SATAL interns followed the COPUS 
codebook in Smith et al. (2013b) to document instructor and student behaviors in 2-minute 
intervals throughout the duration of the class session. We created a COPUS Frequently 
Asked Questions (FAQs) to describe in further detail whom we code (leading instructor, 
co-instructor, or teaching assistant), what behaviors we categorize under different COPUS 
codes, and what codes we pair together when a particular behavior occurs (File S1, S2).

COPUS Reliability
 We trained 15 SATAL interns for four hours between two training sessions for these 
in-person COPUS observations. Each of the two sessions consisted of pre- and post-activities 
as well as a 45-minute coding activity which utilized in-person lecture recordings by 
instructors of our home institution. These training sessions followed an adapted and extended 
version of the COPUS training in Smith et al. (2013b) (File S3). To quantify the degree of 
agreement between observers, we calculated inter-rater reliability (IRR) using Fleiss’ Kappa. 
Landis and Koch (1977) suggested the following interpretations of Fleiss’ Kappa (κ): 0.0-0.20 
poor to slight agreement, 0.21-0.40 fair agreement, 0.41-0.60 moderate agreement, 0.61-0.80 
substantial agreement, and 0.81-1.0 almost perfect agreement. Before conducting in-person 
observations, we trained observers until we reached moderate agreement (κ = 0.56,7 95% CI: 
0.55-0.56) (File S4). 

Transitioning to O-COPUS 
 As we transitioned to online synchronous instruction during ERT, observers continued 
to code observations using the original COPUS codebook (Smith et al., 2013b). Observers 
took detailed notes of instructor behaviors and their uses of online functions, such as the 
messaging function, as well as student behaviors. When observers attended online classroom 
observations, instructors would make them co-host of the online meeting, allowing them 
to see reactions better, such as raised hands and thumbs up, as well as permission to move 
throughout breakout rooms. Observers coded classroom observations synchronously so 
private features in the messaging function, such as direct messaging, could not be captured. 
During observations, observers took detailed notes of how instructors and students utilized 
online functions, such as those mentioned above, which would be the basis for identifying 
new codes. 

Qualitative Coding Process to Adapt COPUS Codes for O-COPUS
 We began developing O-COPUS code descriptions using an exploratory coding 
process with data-driven (inductive) choices (Saldaña, 2015). To do this, during online 
synchronous observations, we identified the new online teaching and learning behaviors 
in the COPUS notes section (Smith et al., 2013b). Then, we used a deductive approach to 
assign the observed online teaching and learning behaviors to a pre-existing COPUS code 
that related to the students and instructor’s behaviors. During the last cycle of analysis, we 
refined the codes descriptions using focused coding and then we reached coder agreement 
through group consensus. In this last cycle, our research team determined the inclusion (and 
exclusion) of O-COPUS codes and code descriptions (File S5, S6). 

O-COPUS Validity
 Originally, COPUS was developed and validated to measure student and instructor 
behaviors inside the in-person classroom (Smith et al. 2013). To ensure trustworthiness of 
the COPUS results, authors of the original COPUS protocol obtained feedback from science 
education specialists and K-12 instructors to ensure the code and code descriptions were 
valid in capturing student and instructor behaviors (Smith et al. 2013). This is an example 
of validation through peer review or debriefing (Creswell & Miller, 2000). To ensure 
trustworthiness of O-COPUS results, multiple validity approaches were implemented 
including using prolonged engagement in the field, peer review, and rich, thick descriptions 
(Creswell & Miller, 2000). First, as described in detail in the sections above, our team has 
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been collecting COPUS data since 2018 indicating our prolonged engagement in the field and 
understanding of the tool. Second, like Smith et al. (2013), we used peer review or debriefing 
by getting feedback from a group of STEM educators and discipline-based education 
researchers (DBER) at a research-intensive university unrelated to the institution in this study 
(n = 11). The expert feedback panel activities were organized into two parts. In the first part, 
authors TP and APV collectively presented a subset of the instructor and student codes for 
the panelists to evaluate the O-COPUS code descriptions. To do this, we showed panelists the 
original COPUS code descriptions compared to our O-COPUS code descriptions and asked 
panelists if: 1) these behaviors were applicable to them in online synchronous instruction; 2) 
there were any additional behaviors that they had observed which we should be included; 
and 3) any of our code descriptions needed further clarification. Authors AS and PK were 
present to take notes on the feedback. Originally, our O-COPUS codebook contained the 
original COPUS descriptions (Smith et al., 2013b), our research team’s clarifications of the 
COPUS code descriptions, as well as our O-COPUS code descriptions. 

 However, the expert panel suggested that we focus our code descriptions on 
online behaviors, not clarifications to in-person COPUS codes. For instance, in our original 
codebook, we clarified that our research team included the instructor going over learning 
outcomes as a lecturing behavior instead of administration. Our expert panel pointed out that 
this was not a change that emerged because of online synchronous instruction, rather our 
team’s interpretation of the code. Hence, we created our COPUS FAQ (Files S1, S2) files to 
demonstrate our interpretations of the in-person COPUS codes and not distract from our 
O-COPUS code descriptions. Additionally, based on the feedback received from the expert 
panel, we realized that some of our original O-COPUS code descriptions were not specific 
enough. For example, our original O-COPUS code description for moving and guiding was: 
“Moving throughout breakout rooms guiding students or guiding students while they 
are working on a problem or clicker question (hints/working through a problem) using 
the microphone or chat function during active learning tasks.” However, our expert panel 
determined that “guiding students while they are working on a problem or clicker question” 
was not specific enough to translate to a moving and guiding behavior. Therefore, we adjusted 
our O-COPUS code description for moving and guiding to include specific instructor behaviors: 
“Moving through breakout rooms guiding ongoing student work during active learning task 
or guiding students while they are working on an active learning task by providing hints 
or working through a problem using the microphone or messaging function.” Lastly, the 
expert panel pointed out that the original vocabulary we were using in our code descriptions, 
such as “chat”, “microphone”, and “annotation tool,” were specific to the platform Zoom; 
however, not all institutions utilized Zoom as their online meeting platform for synchronous 
online instruction. Therefore, we adjusted the terminology used in the code descriptions 
to fit multiple meeting applications, such as Skype or Google Meet, so other institutions 
could adapt our codebook even if they used a different application (Tables 2-3). Our original 
O-COPUS codebook with the feedback from the expert panel can be found in supplemental 
materials (File S7) as well as our development flowchart of O-COPUS (File S8). Third, we 
used rich, thick descriptions of the codes and code descriptions to convey our O-COPUS 
findings in the results that follow.

O-COPUS Reliability
 Once we developed and validated our O-COPUS codebook, we trained 23 SATAL 
interns following the same training as mentioned above, but we utilized both in-person 
and online synchronous lecture recordings. To quantify the degree of agreement between 
observers, we calculated IRR using Fleiss’ Kappa. Before conducting online observations, we 
trained observers until we reached substantial agreement (κ = 0.67, 95% CI: 0.66-0.67) (File 
S9). In addition to training for both in-person and online observations, observers met for up 
to 30 minutes after each observation to discuss codes and resolve any inconsistencies until 
reaching 100% agreement.

Our expert panel 
suggested that we focus 

our code descriptions  
on online behaviors,  
not clarifications to 

in-person COPUS codes.
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Results

Instructor O-COPUS Code Descriptions
 We adjusted six of the 12 instructor COPUS code descriptions to document the 
teaching behaviors we observed during online synchronous instruction as illustrated in 
Table 3. We did not change any of the original COPUS codes, but rather adjusted their code 
descriptions to fit the new usage of online tools seen in online synchronous instruction such 
as the messaging function. Most adjustments to the COPUS code descriptions were the result 
of new online functions, such as breakout rooms, polling, and the messaging function, rather 
than pedagogical changes. Therefore, we did not add any new codes or remove any of the 
original COPUS codes from our final codebook. Tables 3 and 4 present O-COPUS codes and 
code descriptions for instructor and student behaviors, respectively. To make our O-COPUS 
code descriptions more inclusive for other meeting software programs, we used the terms 
“messaging function” and “chat function” interchangeably. See Supplementary Materials 
for full descriptions of the codebook which includes inclusion and exclusion criteria for 
instructor and student behaviors (File S6, S7).

Breakout Rooms

Moving and Guiding (MG)
 We changed the code description for moving and guiding by adding newly observed 
behaviors as well as excluded behaviors that no longer fit online synchronous instruction. 
During online synchronous instruction, instructors could no longer physically move around 
the classroom, so we utilized this code when the instructor moved in and out of breakout 
rooms and guided students in their active learning activity. We also found instructors engaged 
in moving and guiding behaviors without having to move throughout breakout rooms. For 
example, we also coded moving and guiding when an instructor assigned an active learning 
activity and provided students hints to answer a problem or showed students how to solve 
the problem as they were working on it. We agreed that this was also a moving and guiding 
behavior even though the instructor did not create breakout rooms because they were still 
guiding students in an active learning activity (Table 3).

One-on-One (1o1)
 We changed the code description for one-on-one to better describe online synchronous 
instruction. Specifically, it occurred when the instructor was moving between breakout rooms 
and staying with one group for an extended period of time. This behavior would be similar 
to the instructor walking around the classroom and spending extended time with student 
groups during group work.

Administration (Adm)
 We adjusted the description of administration to include scenarios that we frequently 
encountered during online synchronous instruction, like assigning breakout rooms or 
assigning an individual thinking question that was not a clicker question (e. g. think-pair-share). 
While these behaviors could be interpreted in the “etc.” of the original description, we 
included them to ensure consensus of coding these behaviors during observations.

Polling

Clicker Question (CQ)
 Next, for the clicker question code description, we added online functions that appeared 
during online synchronous instruction. The most prominent online activity we observed were 
online polls such as those used on Zoom or third-party sites (e. g. Poll Everywhere, Socrative, 
or Mentimeter) which we coded as a clicker question. While not identical, online polls allowed 
students to think individually and submit their answer to a multiple-choice question as well 
as see the distribution of student responses like a clicker question.

We adjusted COPUS 
code descriptions to 
fit online synchronous 
instruction, incorporating 
new online functions such 
as breakout rooms and 
polling without adding  
or removing codes.
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Table 3 
O-COPUS Instructor Coding Scheme

Note: Descriptions of the in-person COPUS code descriptions adapted from Smith et al. 
(2013a). Modifications to online COPUS code descriptions are noted in bold.

Instructor is Doing

Individual COPUS Code In-person COPUS  
Code Description

Online COPUS  
Code Description

Moving and guiding (MG) Moving through class 
guiding ongoing student 
work during active 
learning task

Moving through breakout 
rooms guiding ongoing 
student work during 
active learning task or 
guiding students while 
they are working on 
an active learning task 
by providing hints 
or working through 
a problem using the 
microphone or  
messaging

One-on-one (1o1) One on one extended 
discussion with one or a 
few individuals, giving 
undivided attention to  
one or a group of students

One on one extended 
discussion with one or a 
few individuals, giving 
undivided attention to one 
or a group of students in a 
breakout room

Posing a question (PQ) Posing non-clicker 
question to students (non-
rhetorical) and waiting for 
students to respond

Posing non-clicker 
question to students 
(non-rhetorical) using the 
microphone or messaging 
function and waiting for 
students to respond

Answering questions 
(AnQ)

Listening to and 
answering student 
questions with the  
entire class listening

Listening to and 
answering student 
questions using the 
microphone or  
messaging function with 
the entire class listening

Clicker question (CQ) Asking a clicker question 
(mark the entire time the 
instructor is using a clicker 
question, not just when 
first asked)

Asking a clicker question 
or online poll (mark the 
entire time the instructor 
is using a clicker question, 
not just when first asked)

Administration (Adm) Administration (assign 
homework, return  
tests, etc.)

Assigning homework, 
returning tests, class 
announcements/agenda, 
assign to breakout rooms, 
etc.), when the instructor 
is waiting for students 
to answer a non-clicker 
question (i.e., think-pair-
share), or administering a 
test or quiz

Chat

Posing a Question (PQ) and Instructor Answering Questions (AnQ)
 Lastly, for the codes posing a question and answering questions, we found that the 
chat function allowed instructors to ask and answer questions in two ways - verbally or 
written through the chat. Therefore, we slightly changed these code descriptions to include  
both modalities.
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Student O-COPUS Code Descriptions
 We adjusted six of the 13 student COPUS code descriptions to document the teaching 
behaviors we observed during online synchronous instruction as illustrated in Table 4. While 
most student codes were easily adaptable to online synchronous instruction, some codes 
required more adjustments. Most of these code descriptions were adapted to include the 
online functions used during online synchronous instruction, such as the chat, as well as any 
new behaviors that emerged because of the implementation of these functions.

Breakout Rooms

Group Clicker Question, Group Worksheet, and Other Group Work (CG, 
WG, and OG)
 During online synchronous instruction, we found group work could be seen in two 
ways: 1) when the instructor assigned students to work on an active learning activity in 
breakout rooms; or 2) when students engaged in group work by discussing an active learning 
activity in the chat without instructor facilitation. For example, in one observation, a group 
of five students used the chat to work on a clicker question together without any instructor 
intervention. Since this discussion was not facilitated by the instructor, we concluded it was 
not a whole class discussion but a group clicker question instead.

Chat

Student Answering Questions (AnQ)
 The code description for answering questions includes all the ways that students could 
answer a question during online synchronous instruction. The first and most direct way a 
student could answer a question posed by the instructor was by responding verbally using 
the microphone function while the rest of the class was listening. The second way a student 
could answer a question posed by the instructor was by using the chat function available 
for everyone in the class to read. We determined this to be interchangeable with “the rest of 
the class listening” as the original code description for answering questions stated. However, 
in some observations, we noticed that some students’ responses in the chat were unnoticed 
by the instructor. Furthermore, while it was possible for students to answer an instructor’s 
question through private messaging, observers were unable to see these responses during 
online synchronous observations. Therefore, the description to the code answering questions 
was adjusted to explicitly state “student answering a question posed by the instructor using 
the microphone or chat function and the instructor acknowledges the answer with the rest 
of the class listening.” Additionally, we noticed that throughout the class session some 
students would ask and respond to each other’s questions in the chat, sometimes without the 
instructor’s intervention. This is a behavior that went unseen during live COPUS observations. 
To acknowledge that these students received an answer to their questions, we deemed it 
appropriate to code answering questions and added “or student answering another students’ 
question using the chat function” to the O-COPUS code description (Table 4).

Whole Class Discussion (WC)
 Online synchronous instruction allowed students to be involved in a whole class 
discussion utilizing different functions, including the chat, writing, or drawing function. If 
multiple students answered an instructor’s question using the chat, writing, or drawing 
function, then we coded whole class discussion. For example, if the instructor asked the class to 
use the drawing function to draw a cell structure on a slide and multiple students participated, 
then observers coded it as whole class discussion. Another example of a whole class discussion 
would be if the instructor posed a question to the class and multiple students responded in 
the chat.

Student Question (SQ)
 The description for the code student question was slightly altered to account for the 
modalities that a student could ask a question during online synchronous instruction - 

Online synchronous 
instruction requires 
adaptations to  
traditional COPUS 
coding, including 
accounting for chat 
functions and group  
work in breakout rooms.
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Table 4 
COPUS Coding Scheme

Note: Descriptions of the in-person COPUS code descriptions adapted from Smith et al. 
(2013a). Modifications to online COPUS code descriptions are noted in bold.

Student is Doing

Individual COPUS Code In-person COPUS  
Code Description

Online COPUS  
Code Description

Answering questions 
(AnQ)

Student answering a 
question posed by the 
instructor with rest of  
class listening

Student answering a 
question posed by the 
instructor using the 
microphone function, 
reaction function, 
annotating function, 
or messaging function 
and the instructor 
acknowledges the answer 
with the rest of the class 
listening or student 
answering other students’ 
questions using the 
messaging function

Whole class discussion 
(WC)

Engaged in whole class 
discussion by offering 
explanations, opinion, 
judgment, etc. to whole 
class, often facilitated  
by instructor

Instructor poses a question 
or facilitate a whole class 
discussion in which 2 or 
more students answer 
verbally, using messaging 
function, or drawing 
function while the rest  
of the class is listening

Group Clicker Question 
(CG)

Discuss clicker  
question in groups  
of 2 or more students 

Discussing clicker 
question in groups of  
2 or more students in 
breakout rooms or 
messaging function

Group Worksheet (WG) Working in groups on 
worksheet activity

Working in groups of 
2 or more students on 
worksheet activity in 
breakout rooms or 
messaging function

Other Group Work (OG) Other assigned group 
activity, such as 
responding to  
instructor question

Working in groups of 2  
or more students on other 
assigned group activity, 
such as responding to 
instructor question or 
collaborating on a  
shared document/
website, in breakout 
rooms in breakout rooms 
or messaging function

Student Question (SQ) Student asks question Student asks question 
using the microphone or 
messaging function

verbally or through the chat function. Similar to answering questions, students could ask the 
instructor questions privately through the chat function; however, observers are unable to 
see these behaviors during online synchronous instruction unless the instructor explicitly 
acknowledges they received a private message with a question. Additionally, the original code 
description for student question did not specify that the whole class must be listening, unlike 
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O-COPUS can be 
a valuable tool for 
instructors teaching 
in-person, synchronously 
online, or both, to gain 
insights into their 
teaching practices and 
adapt accordingly.

Figure 1 
A comparison of the average percentage of two-minute time intervals spent on individual instructor 
and student COPUS/O-COPUS codes from one STEM instructor averaged across three different  
class sessions during in-person and online synchronous instruction.
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the original code description for answering questions. Therefore, regardless of whether the 
instructor acknowledged a students’ question, we used student question to code this behavior.

Analyzing Sample O-COPUS Data
 To understand how online synchronous instruction impacted instructor and student 
behaviors, we compared one instructor’s in-person and online instructor and student 
behaviors (Figure 1) using the finalized O-COPUS coding scheme (Tables 2-3). This instructor 
was observed three times in fall 2019 (in-person) and in three times in spring 2021 (online 
synchronous instruction during ERT). To compare this instructor’s COPUS and O-COPUS 
codes, we took the number of two-minute time intervals marked for each code and divided 
it by the total of two-minute time intervals for the class session (Kranzfelder et al., 2020; 
Lewin et al., 2016; Lund et al., 2015). We visualized the changes between in-person and 
online synchronous teaching and learning behaviors by using pie charts. This is an example 
of how instructors who teach in-person, synchronously online, or both can utilize O-COPUS 
to understand better how their teaching practices may differ between the two learning 
environments (Figure 1).

Discussion
 We developed and validated O-COPUS to measure teaching practices in the 
synchronous online format. More specifically, we adapted six instructor COPUS code 
descriptions to better represent the observed online teaching practices: moving and guiding, 
one-on-one, administering, clicker questions, posing questions, and instructor answering questions. 
Moreover, we adapted six student COPUS code descriptions that better represent the observed 
online synchronous learning behaviors: student answering questions, whole class discussion, 
group clicker question, group worksheet, other group work, and student question. The changes in our 
O-COPUS code descriptions demonstrated that the overall teaching and learning practices in 
the classrooms we observed did not change; however, the utilization of online functions caused 
these practices to look different during online synchronous instruction. From the development 
of O-COPUS, we saw that in-person active learning practices could be translated to online 
synchronous instruction using online functions, such as breakout rooms, chat, and polling. 
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O-COPUS can be used by 
institutional assessment 
programs to assess and 

improve the quality 
of  online synchronous 

instruction and to  
ensure that instructors 

are meeting the learning 
objectives and goals  

of  their courses.

Applications of  O-COPUS
 The innovative teaching practices and online functions instructors adopted to 
engage their students during online synchronous instruction can be used as instructors teach 
in different learning environments. O-COPUS results can benefit instructors, institutional 
assessment programs, and biology education researchers in many ways. Overall, O-COPUS can 
be applied to: 1) understand the teaching and learning behaviors instructors adapted during 
online synchronous instruction during ERT; 2) how these behaviors changed between in-
person and online synchronous instruction; and 3) make decisions on what teaching practices 
to implement when instructors return to in-person/hybrid instruction, or if instructors return 
to online synchronous instruction in the future.

 First, O-COPUS allows instructors to continue utilizing formative assessments to 
explore the teaching practices that could be implemented in online synchronous instruction. 
O-COPUS data informs instructors if their perceptions of their teaching and learning practices 
are aligned with observed teaching and learning practices. Additionally, O-COPUS data provide 
insight to instructors about how they are utilizing their class time to help them realize if their 
teaching and learning practices might be promoting or inhibiting student cognitive engagement 
(Chi & Wylie, 2014; Fredricks et al., 2004). For instance, an instructor using a clicker question 
via a polling function during online synchronous instruction (an example of a constructive 
mode of engagement) is more likely to promote student cognitive engagement than lecturing 
and writing notes on an electronic whiteboard (an example of a passive mode of engagement) 
(Chi & Wylie, 2014). If observers were not capturing the chat function, COPUS data would not 
reflect the whole class discussions and questions being asked and answered by the instructors 
and students in the chat. Furthermore, if observers did not capture breakout rooms, online 
group work would go unnoticed in the COPUS data. Therefore, this adaptation of COPUS 
for online synchronous instruction was essential to capture the active learning strategies that 
could not be captured with the original COPUS code descriptions and provide instructors with 
formative assessment data for their own teaching professional development purposes.

 Second, if instructors have previously received in-person COPUS data, then they can 
compare their two sets of data to see if and how their teaching practices have changed, or 
not, between in-person and online synchronous instruction. As we examined in our sample 
data, visualizations such as these can be helpful to show the instructor what teaching and 
learning practices were used during online synchronous instruction to inform future iterations 
of courses. More specifically, instructors can use their O-COPUS data to explore what online 
functions promoted the most student cognitive engagement during in-person and online active 
learning strategies (Chi & Wylie, 2014). For example, if instructors notice an increase of student 
cognitive engagement in online synchronous instruction due to the use of the chat function, 
they may consider how they can continue to use these online functions during in-person, 
hybrid, or hybrid-flexible instruction (Keiper et al., 2021; Kohnke & Moorhouse, 2021; Miller et 
al., 2021).

 Third, as some universities begin to return to in-person, hybrid, or hyflex instruction, 
O-COPUS and COPUS can be used to record both the online and in-person teaching and 
learning practices. By having a standard protocol for both the in-person and online synchronous 
instruction, it will allow for consistent classroom observations between the two class formats. 
If instructors decide to incorporate online functions into the in-person learning environment, 
COPUS and O-COPUS can be implemented together to document instructor and student 
behaviors. We hope this tool will support instructors in understanding and improving their 
own teaching practices as well as provide researchers with a tool that can be used consistently 
during online synchronous instruction. Furthermore, if universities continue or revert to online 
instruction in the future, then instructors can refer to their O-COPUS data to determine what 
practices were effective for them in the past as well as where they can improve.

Limitations and Future Directions
 We acknowledge there are several factors that limit our study, providing opportunities 
for future studies. First, we conducted a convenience sample at one MSI, UC Merced; therefore, 
our results have limited generalizability. Our selected participants were teaching introductory 

74 Volume Eighteen |  Issue 1



RESEARCH & PRACTICE IN ASSESSMENT

O-COPUS offers a 
consistent protocol for 
documenting teaching 
practices in both 
online and in-person 
synchronous instruction, 
allowing instructors to 
improve their teaching 
and researchers to study 
online instruction.

chemistry and biology courses based on the focus of the larger grant-funded studies, so we did 
not employ a systematic approach to ensure even distribution of faculty and students across 
STEM disciplines at our institution or other institutions. In the future, it would be interesting 
to collect O-COPUS data across several universities, especially other MSIs, to determine if the 
teaching and learning practices at our institution are similar to others.

 In addition, we developed O-COPUS while observing instructors using Zoom during 
synchronous online instruction; therefore, we did not examine if there were differences in 
teaching and learning practices across different meeting software programs, such as Skype or 
Google Meet. We recommend future studies utilize O-COPUS to document online behaviors 
with other software programs to see if new teaching or learning behaviors emerge and if our 
current code descriptions are applicable outside of the Zoom meeting software program. 
Furthermore, we hope that future studies will utilize O-COPUS to document how instructors 
incorporate newfound online functions, such as the chat, during in-person instruction.

 As we continue to assess online synchronous instruction, O-COPUS could be 
complemented by pairing it with other tools to study other variables that influence online 
instruction. Teacher discourse moves, or the conversational strategies used by instructors to 
encourage student engagement in science content (Kranzfelder et al., 2020; Warfa et al., 2014), 
has not yet been studied during online synchronous instruction. Observing instructor discourse 
alongside instructor behaviors can reveal the quality of active learning strategies used by 
instructors in online synchronous instruction. For example, instructors may be using student-
centered, guiding teaching practices, but taking a teacher-centered, authoritative discourse 
approach with their students (Kranzfelder et al., 2020). By pairing O-COPUS with discourse 
protocols, such as the Classroom Discourse Observation Protocol (CDOP) (Kranzfelder, 
Bankers-Fulbright, et al., 2019), instructors can assess if their teaching practices align with how 
they are talking to their students.

 Finally, we focused on the teaching and learning practices at an MSI, but we did not study 
how the different student demographics were impacted by changes in the teaching practices 
because of the transition to online synchronous instruction. In the future, it would be relevant to 
examine aspects of equity and inclusion as well as power dynamics during online synchronous 
instruction by taking a closer look at student behaviors. Based on recent studies, Barber et al. 
(2021) found that first-generation and underrepresented minority students were more likely 
to have limited access to the internet and computers compared to their white counterparts, 
suggesting that flexibility on policies and assignments would create more equitable online 
synchronous instruction. Also, Lee and Mccabe (2021) found that male students dominated 
in-person discussions in science courses compared to their female counterparts. Furthermore, 
they found that male students frequently spoke without raising their hands and used assertive 
language when speaking (Lee & Mccabe, 2021). Online synchronous instruction is unique in 
that it allows students to participate using both the messaging function and verbally, which 
may lead to female students participating as frequently as their male counterparts. In the 
future, we recommend documenting who is talking and students’ modes of communication 
during online, hybrid, and/or in-person instruction.
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Abstract
This article describes a faculty-led project to assess and revise institutional 
student learning outcomes at a small urban community college. The 
revision process involved four stages: (1) exploring stakeholders’ explicit 
and implicit understandings through an experimental assessment; (2) using 
statistical tools to identify redundancies and opportunities for regrouping 
and revising the learning outcomes; (3) triangulating findings through focus 
group discussions and test assessments; and (4) drafting and refining the 
revised learning outcomes. By grounding revisions in stakeholders’ explicit 
and implicit understandings of the existing outcomes, the school was able 
to streamline and significantly improve institutional student learning 
outcomes without starting completely from scratch.

An Intentional Process for Revising 
Institutional Learning Outcomes

 The AAC&U’s (2009) VALUE Rubrics and the Lumina Foundation’s (2014) 
Degree Qualifications Profile offer crucial frameworks for defining learning outcomes and 
using them at the assignment, course, program, and institutional levels. There is growing 
literature on the validity, affordances, and limitations of these frameworks (e.g., Colson 
et al., 2018; Stevenson et al., 2016). Despite increasing adoption of these sophisticated 
tools, it remains a challenge to ensure that assessment work is meaningful to faculty, staff, 
and students. Indeed, faculty and other stakeholders often experience learning outcomes 
assessment as an exercise in institutional box-checking that is irrelevant or even detrimental 
to their work with students (Stanny, 2018). As Schoepp & Tezcan-Unal (2017) have 
found, misperceptions about the purposes and uses of outcomes assessment can inhibit 
participation and limit an institution’s ability to use assessment work to improve student 
outcomes. As Colson et al. (2018) have noted, faculty are also less likely to embrace and use 
learning outcomes frameworks they perceive to be unnecessarily complex. 

 This article describes a faculty-led project to assess and revise institutional student 
learning outcomes (ISLOs) at a small urban community college. We launched the project 
in spring 2019 and completed it in spring 2020 when the revised ISLOs were approved 
through the college governance. As we describe below, it proceeded in three general stages: 
gathering data and perspectives about the existing ISLOs from the college community; 
analyzing data, triangulating findings, and drafting revised ISLOs; and refining the revised 
ISLOs through consultation with the college community. The project began as a result of 
limitations we discovered through several cycles of assessment. These limitations motivated 
us to undertake the project we describe here to assess and revise our ISLOs. The 
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growing literature on outcomes assessment suggests several principles for ensuring the work 
is meaningful and effective:

• Develop clear outcomes that faculty, students, and other stakeholders 
perceive as directly aligned with curricula;

• Design collaborative processes that build from the bottom up, or from  
the classroom and co-curricular experience to the program and  
institutional levels;

• and Use evidence gathered through assessment to continually revise  
and refine outcomes and processes.

The literature shows that distributions of labor and accountability within assessment processes 
play a key role in their effectiveness (Kinzie & Jankowski, 2015). Matuga & Turos (2018), 
for example, have found that misalignments can feed faculty disengagement and distrust. 
Engaging faculty insights and leadership in designing and enacting learning outcomes 
assessment is a key lever for transforming a “culture of assessment,” with its bureaucratic 
overtones, into a “culture of improvement” that enables faculty, staff, administrators, and 
students alike to gather, reflect, and act on evidence of learning-in-progress (Stanny, 2018, p. 
114; see also Roscoe, 2017). 

 We add to this literature in three ways. First, we explain how we used evidence from 
prior assessments as a foundation for improving our learning outcomes rather than starting 
from scratch. Second, we describe several methods we used to engage faculty and other 
stakeholders to build from the bottom up rather than from the top down. Third, we highlight 
the importance of taking time to examine and reflect on explicit and implicit understandings 
of existing ISLOs in order to ensure they are clear, concise, and aligned with curricula.

Context/Background

Outcomes 
 Our original ISLOs identified 24 skills in five categories: Broad Integrative Knowledge; 
Applied Learning; Specialized Knowledge; Intellectual Skills for Lifelong Learning; and Civic 
Engagement. The ISLOs’ initial purpose was to provide a framework for us to follow in 
developing the college’s curriculum. The Broad Integrative Knowledge and Intellectual Skills 
for Lifelong Learning outcomes informed the first-year experience and general education 
requirements and the Specialized Knowledge outcomes defined fundamental skills for the 
college’s degree programs. The Applied Learning and Civic Engagement outcomes were 
intended to infuse the whole curriculum by orienting the work students might do toward 
engagement with the surrounding communities and preparation for emerging careers. The 
ISLOs were developed by a team of administrators and faculty through an iterative design 
process that drew from two national models: AAC&U’s Essential Learning Outcomes and 
associated VALUE rubrics and The Lumina’s Foundation’s Degree Qualifications Profile 
(DQP). Each ISLO category has a corresponding rubric. Figure 1 below shows an excerpt from 
the Broad Integrative Knowledge rubric, an example we will revisit throughout this article.

 Our framework shows the contrasting influences of these models. Some of the ISLOs 
correspond to stages in a student’s progress toward their degree, similar to the schema 
outlined in the DQP. Other ISLOs describe broader areas of learning which mirror the 
approach embedded in AAC&U’s Essential Learning Outcomes and VALUE rubrics. The 
project we describe in this article helped us disentangle these elements and develop revised 
ISLOs that are clear, concise, and aligned with our evolving curriculum.

 It is quite common for schools to do what we did, adapting language from the DQP 
and the AAC&U’s VALUE rubrics without raising questions about their construct validity. 
As Knekta et al. (2019) warns, “validity must be considered each time an instrument is used” 
since it may be valid for one population and purpose but not another (pp. 2). The VALUE 
rubrics were designed with a general population in mind and could not anticipate the many 
different, specific student populations with which they would be used. Even though we 
adapted these 

Effective assessment 
is not about checking 

boxes but about 
gathering evidence and 

using it to continually 
improve student 

learning outcomes.
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The development of  clear 
and concise ISLOs is 
crucial for any institution's 
curriculum development.

rubrics to our local context in designing our initial ISLOs, our assessments showed that some 
outcomes were less relevant than others to our students’ experiences and the student work 
we assessed. As a result, some faculty members’ “mental models” of assessment defined 
our institution-level work as being separate and distinct from assessments they use in their 
classrooms (Heinrich, 2017).

Structures
 Our institution includes two structures designed to make the assessment process 
more collaborative: (1) a faculty-led Academic Assessment & Learning Committee charged 
with assessing student learning and recommending improvements and (2) dedicated 
Assessment Days at the beginning, middle, and end of the semester when no classes are held. 
Assessment Days are organized by the Assessment & Learning Committee and funded by the 
Office of Academic Affairs. These days provide time and space (and lunch!) for faculty, staff, 
and administrators to collaboratively assess student work, discuss and reflect on emerging 
evidence, and engage in curricular and professional development activities. Participation 
rates have been consistently high: a majority of the full-time faculty participate regularly 
along with a considerable number of staff from the Office of Student Engagement and other 
units. The Assessment & Learning Committee works in collaboration with two deans: one 
located in the Office of Academic Affairs and reporting to the Provost and the other located in 
the Office of Institutional Effectiveness and Strategic Planning and reporting to the President. 

Assessment Plan
 The college’s assessment plan charges working groups co-chaired by two elected 
members of the Assessment & Learning Committee to assess each of the five ISLOs on 
staggered two-year cycles. Participants at the Assessment Days rate student work from first-

Figure 1 
Excerpt from Original Broad Integrative Knowledge ISLO
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Figure 1. Excerpt from Original Broad Integrative Knowledge ISLO 
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Broad, Integrative Knowledge: General Education 

The outcomes in this category demonstrate that students can integrate learning from broad fields of general study 
and connect different academic disciplines and multiple perspectives. 

Criteria or Domain Capstone 
4

Milestones 
3

Milestones 
2

Benchmark 
1

a. Engages with 
issues that have 
contemporary, 
historical, 
scientific, 
economic, 
technological, or 
artistic 
significance

Applies new 
knowledge on an 
issue to academic 
and/or experiential 
contexts. 
Independently 
evaluates 
information from 
multiple sources. 
Can articulate 
multiple 
perspectives on an 
issue to others.

Situates an issue in a 
broader context to 
provide in-depth 
explanation. 
Independently 
gathers information 
from multiple 
sources. Can 
articulate own 
position on an issue.

Explores an issue 
with some depth by 
applying skills or 
presenting evidence 
provided in classes. 
Provides occasional 
insight and/or 
connection to self. 

Explores issues at 
surface level, 
providing little 
insight and/or 
information beyond 
the basic facts. Can 
state ideas from 
other sources.

b. Exhibits an 
understanding of 
how different 
disciplines create 
knowledge and 
approach 
questions.

Synthesizes 
knowledge and 
approaches from at 
least two disciplines 
in planning and 
conducting research 
geared toward 
answering questions.

Considers that 
different disciplines 
ask and answer 
questions in 
different ways. 
Presents a rationale 
for following one 
disciplinary 
approach over 
another in specific 
cases.

Recognizes 
knowledge in a 
specific discipline. 
Asks and answers 
questions using 
general assumptions 
and approaches of 
one’s own 
discipline. 

Lists academic 
disciplines and 
expresses interest in 
one or more subject 
areas.

c. Evaluates 
multiple 
perspectives on 
key issues 
connected to 
societal 
concerns.

Synthesizes multiple 
perspectives through 
comprehensive 
evidence-based 
analysis of positions.

Analyzes multiple 
perspectives on a 
key issue connected 
to societal concerns. 
Provides some 
evidence to support 
an argument.

Acknowledges two 
sides of a key issue 
connected to societal 
concerns. Describes 
both perspectives by 
clarifying each 
position.

States a single 
perspective on a key 
issue connected to 
societal concerns 
with basic 
description.
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semester, first-year, and capstone courses for evidence of learning particular to each ISLO. The 
working groups then analyze, reflect, and report on the evidence and offer recommendations. 
Even with the working group structure and staggered assessment plan, assessing 24 skills 
across five ISLOs has proven difficult. When we looked across working group reports, a 
number of limitations arose repeatedly: 

1. A lack of consistency between levels in the rubrics. For example, the 
benchmark (lowest level) for skill B on the Broad Integrative Knowledge 
rubric (see figure 1 above) states that a student “lists academic disciplines 
and expresses interest in one more subject area” while milestone 2 requires 
that a student “ask and answer questions using the general assumptions 
and approaches of one’s own discipline.” If a student asks and answers 
questions in their own discipline but does not list any other disciplines, 
should they receive a 1 or a 2 for this skill?

2. Many outcomes appeared to measure similar skills. For instance, on the 
Broad Integrative Knowledge rubric, the capstone (highest level) for both 
skills A and C is about synthesizing or engaging multiple perspectives. 

3. Some	skills	did	not	reflect	the	type	of	learning	that	was	intended	for	the	
classroom. For example, skill B on the Broad Integrative Knowledge rubric 
focuses on integrating different academic disciplines. Faculty wondered if 
this discipline-heavy language reflected the kind of integrated learning we 
envisioned for first-semester college students and instead suggested that 
we focus on integrating “perspectives” or “methods of inquiry.”

4. Difficulty	finding	examples	of	student	work	that	were	appropriate	to	
assess with these rubrics. One of the skills addressed by the ISLOs was 
“collaboration”, and faculty found it difficult to assess collaboration 
through the end product of group work. “No Evidence” ratings ranged 
from 10% to 80% in our working groups’ assessments.

 As a result of these challenges, the working groups consistently observed low inter-
rater reliability in their assessment. For example, when evaluating skill B on the Broad 
Integrative Knowledge rubric, only 43% of participants agreed in their ratings. We measure 
agreement when raters’ scores are within 1 or when they agree that the work offers no 
assessable evidence of a given skill. 

 The Assessment & Learning Committee considered rewriting the outcomes from 
scratch to resolve these limitations. However, since our assessment work had already taught us 
quite a bit about the ISLOs, we determined that starting from scratch would mean introducing 
a whole new set of unknown issues. Our goal was to fix known issues, not introduce new 
unknown issues. Therefore, the committee decided to take the approach of identifying which 
skills from the original ISLOs might be eliminated, which might be maintained, and which 
might be combined. We designed an assessment project with four stages: (1) exploring 
stakeholders’ explicit/implicit understandings through an experimental assessment; (2) 
using statistical tools to identify redundancies and opportunities for regrouping and revising 
the ISLOs; (3) triangulating findings through focus group discussions and test assessments; 
and (4) drafting and refining the revised ISLOs.  

Explicit/Implicit Understandings of  ISLOs (Spring 2019 - Summer 2019)
 In this section, we describe the process we used to revise the ISLOs and explain how 
different steps in that process explored stakeholder's implicit and explicit understandings 
of the ISLOs. As a first step, we collected two different types of data about stakeholder 
understandings of the ISLOs. The first type of data measured faculty and staff’s explicit 
understandings of the learning outcomes in relation to one another. We revised the language of 
the learning outcomes and their rubrics following the recommendations of previous working 
groups. We then printed each outcome on a separate piece of paper and gave copies of these 
outcomes to groups of faculty and staff at one of the Assessment Days. We asked each group 
to discuss the outcomes and reorganize them in the way that they felt made the most sense. 

Even with the working 
group structure and 

staggered assessment 
plan, assessing 24  

skills across five ISLOs 
has proven difficult.
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This process produced nine different potential ways of reorganizing the learning outcomes. 
For instance, group 1 organized the outcomes into four categories: Communication, Cultural 
Background and Identity, Problem Posing, and Knowledge of the Field or Program of Study 
while group 5 used five: Critical Thinking & Practice or Applied Learning, Research Process, 
Disciplinary Fluency, Self-Aware Learning, Civic and Community Engagement. We looked 
for commonalities across groupings that would allow us to better understand how faculty and 
staff explicitly envisioned the learning outcomes in relation to one another. For instance, both 
groups 1 and 5 put skills 3B (“Connections to Experience”) and 4E (“Cultural Background 
and Identity”) together, group 1 in the category Cultural Background and Identity, and group 
5 in the category Critical Thinking & Practice or Applied Learning. This suggested an overlap 
in what our assessment of these skills might measure.

 We also surveyed a small group of faculty to understand better their experiences 
using the rubrics. The survey asked participants three questions: “What was clear, effective, 
or useful about using the rubric?”, “What was confusing, ineffective, or difficult about using 
the rubric?”, and “In what ways would you recommend revising this rubric?” Some survey 
results corroborated findings from other types of data. For instance, one survey respondent 
observed that skill “1C [on collaboration] was difficult [to assess] because the assignments 
that I read did not specify group or individual work.” Likewise, another respondent 
observed that skill 4B (“Synthesize Multiple Perspectives”) was “confusing because of the 
term ‘discipline-specific issues’, which only shows up in Level 2.” Overall, respondents noted 
“the progression [of skills] didn't seem logical.”

 The results also suggested that faculty members’ explicit descriptions of their 
understandings of ISLOs may differ from how they use them in practice. For example, a 
faculty member may say that two outcomes are related, but in practice, they may actually 
score these two outcomes very differently. This suggests a conflict between explicit and 
implicit understandings of the outcomes. To identify these potential inaccuracies, we decided 
to collect a second type of data that would help us assess implicit understandings of the learning 
outcomes. We asked faculty and staff to assess student work using the rubrics and then used 
a statistical technique called Exploratory Factor Analysis to identify groups of outcomes that 
tended to receive similar ratings.

 To do this, we selected 80 samples of student work from recent course and program-
level assessments: 40 from courses in the first-year core curriculum and 40 from courses in 
the programs of study. Half of the samples in each selection pool had received lower ratings 
in previous assessments (an average rating of 2 or below on a scale of 1-4) and half had 
received higher ratings (an average above 2 on a scale of 1-4). Figure 2 provides more detailed 
information about the sample.

We found a conflict 
between faculty and 
staff's explicit and 
implicit understandings 
of  ISLOs, highlighting 
potential inaccuracies in 
assessment practices.

Figure 2 
Sample for Re-Assessment
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To re-assess these pieces of student work, we designed test rubrics that divided the 24 

skills listed in our ISLOs across four rubrics containing six skills each. The groupings did not 

align with our existing categories. In fact, we made an explicit effort to place similar or related 

skills on different test rubrics because we worried that faculty might give side-by-side skills 

similar ratings just because they appeared superficially similar. For example, we placed the skills 

“Quantitative Data Analysis” and “Quantitative Problem Solving” on different test rubrics 

because we worried faculty might rate them similarly just because they both have the word 

“quantitative” in their titles. 

 Eight faculty were paid a small stipend through an internal grant to use the test rubrics to 

Course Total sample
Student work 
with average 
ratings 1-2

Student work 
with average 

ratings above 2

First-year Social Science Course 20 10 10

Interdisciplinary Freshman Seminar 20 10 10

Business Administration Capstone 10 5 5

Human Services Capstone 10 5 5

Liberal Arts & Sciences Capstone 10 5 5

Urban Studies Capstone 10 5 5

Total 80 40 40

 To re-assess these pieces of student work, we designed test rubrics that divided the 24 
skills listed in our ISLOs across four rubrics containing six skills each. The groupings did not 
align with our existing categories. In fact, we made an explicit effort to place similar or related
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skills on different test rubrics because we worried that faculty might give side-by-side skills 
similar ratings just because they appeared superficially similar. For example, we placed the 
skills “Quantitative Data Analysis” and “Quantitative Problem Solving” on different test 
rubrics because we worried faculty might rate them similarly just because they both have the 
word “quantitative” in their titles.

 Eight faculty were paid a small stipend through an internal grant to use the test rubrics 
to assess student work over two days during the summer. On the first day, each participant 
assessed roughly 20 pieces of student work using one of the four test rubrics. On the second 
day, they used a different test rubric to assess roughly 20 more pieces of student work. In this 
way, each individual participant was responsible for assessing student work for 12 of the 24 
ISLO skills. In total, we assessed 72 pieces of student work for all 24 skills. While we could have 
generated more robust data by asking each participant to assess each piece of student work for 
all 24 skills, we determined this would have been too cognitively taxing.

Exploratory Factor Analysis (Fall 2019)
 Next, we used Exploratory Factor Analysis (EFA) to analyze this data. EFA is a 
statistical technique used to extract underlying latent variables that might characterize a data 
set (Tabachnick et al., 2007). Social scientists frequently use it to measure the construct validity 
of different statistical instruments like a survey (Knetka et al., 2019). The core idea is to look 
for correlations in the responses to different survey questions. A researcher might find that 
respondents tend to answer three questions similarly suggesting that there is one underlying 
factor explaining the answers to all three of these questions. In this way, EFA allows researchers 
to identify a smaller number of factors that might explain their survey responses and then 
determine whether or not these factors align with constructs they are studying. As explained 
below, we decided that descriptive statistics were more appropriate for our small data set, but 
we have included a short discussion of EFA here because it offers an innovative approach that 
other institutions with larger, more robust data sets might want to consider.

 The EFA results are shown in figures 3 and 4 below. Figure 3 shows the Scree Plot 
and eigenvalues of the factor analysis. These measures are used to determine the appropriate 
number of factors to extract. A best practice is to consider only factors with an eigenvalue of 1 or 
higher (4 factors in our case); but since our data are messy and our sample size small, we opted 
to consider six factors. The Scree Plot provides a way of visualizing this information by plotting 
the eigenvalues on the vertical axis and the factors on the horizontal axis. It is also common to 
include only factors that appear before the “knee” of the Scree Plot where the graph levels out.

 Figure 4 shows the “rotated factor matrix” for our EFA. The columns along the top 
list the factors indicated by the Scree Plot and the rows list the skills that these factors “load 
onto.” The values inside the matrix range from 0 to 1, indicating the extent to which each factor 
loads onto the corresponding skill. The closer this number is to 1, the more that this skill is a 
determining component of the factor. For example, the first cell in the matrix has a value of 
0.888, indicating that skill 3D (“Analysis of Ideas”) is a deciding piece of the first factor. As 
Knetka et al. (2019) observe, there is “no clear rule for when an item has a factor loading that 
is too low to be included” (pp. 11). However, it is common to omit values less than 0.3 and we 
follow this convention in figure 4.

 The rotated factor matrix in figure 4 was created using an orthogonal rotation algorithm 
(Varimax). Orthogonal rotations produce uncorrelated factors whereas oblique rotations 
(like Promax or Direct Oblimin) allow the factors to correlate. We found similar results using 
Oblimin. We chose to include the Varimax rotation here because orthogonal rotations tend to 
produce fewer factors and uncorrelated factors tend to be easier to interpret. This six factor 
Varimax model explained 70.5% of the variance across the 15 variables.

 EFA is used to explore a data set and look for patterns. There is a related technique called 
Confirmatory Factor Analysis (CFA) which is used to confirm that data support a previously 
hypothesized model. Best practice is to conduct an EFA with one sample and then confirm these 
results with a different sample using CFA. As Knekta et al. (2019) explain, “This confirmation 
should never be conducted on the same sample as the initial EFA. Doing so does not provide 
gen eralizable information, as the CFA will be (essentially) repeating many of the relationships 

[The results suggest] 
a conflict between 

explicit and implicit 
understandings of   

the outcomes.
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…we made an explicit 
effort to place similar or 
related skills on different 
test rubrics because 
we worried that faculty 
might give side-by-side 
skills similar ratings just 
because they appeared 
superficially similar.

that were established through the EFA. Additionally, there could be something nuanced about 
the way the particular sample responds to items that might not be found in a second sample” 
(pp. 8). We did not confirm our results with CFA because we did not have resources to conduct 
a second test assessment. Without CFA confirmation, we worried about the reliability of our 
EFA results. 

 Our small sample presented several additional challenges. Wolf et al. (2013) observe 
that in some situations a sample as small as 30 observations will suffice for EFA, but in general, 
researchers recommend 150-300 observations and a minimum of 5-10 observations per variable 
(MacCallum et al., 1999). With limited resources, we assessed only 72 pieces of student work 
for 24 skills (or variables) which amounts to only three observations per variable. However, 
nine of the 24 skills were not included in the EFA because of missing values. (i.e., a very small 
portion of the student work in our sample proved appropriate for assessing these skills). Fifteen 
variables put our data right on the margins of an appropriate sample size. However, researchers 
(Tabachnick et al., 2007) also typically recommend no more than one factor for every three 
variables, meaning our data should only produce about five factors. It was not our intention 
to collapse the 24 skills to only five skills. With these considerations in mind, we ultimately 
favored descriptive statistical results (the correlation matrix in Appendix 1) over the results of 
the EFA. Nonetheless, the EFA still proved instructive.

 For example, enterprising readers will notice that the first four factors align closely 
with the skills grouped together in the test rubrics. Participants tended to rate items on the 

Figure 3 
Scree Plot from Exploratory Factor Analysis

Figure 4 
Rotated Factor Matrix
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same rubric similarly even though the test rubrics were designed to combine skills that 
appeared to have nothing in common. This pattern also appears in the correlation matrix 
described below. Additionally, the values reported for the fifth factor suggest there is a latent 
variable that partially explains both skill 4B (“Synthesize Multiple Perspectives”) and skill 1E 
(“Interdisciplinary Knowledge”). In surveys and focus groups, faculty repeatedly told us that 
they felt these two skills were redundant; factor five presents one place where our implicit and 
explicit understandings of the learning outcomes seem to align.

 To make better use of our data, we decided to focus our analysis on the correlation 
matrix shown in Appendix 1. The values in this matrix are the Pearson correlation coefficients 
which range from -1 to 1. Values closer to 0 indicate that the two skills are mostly unrelated. 
Values closer to 1 indicate that these skills tend to be rated in a similar manner, and values 
closer to -1 indicate that these skills tend to be rated in an opposite manner. We have omitted 
values less than 0.4 for ease of readability. Since the correlation matrix is a descriptive tool 
rather than an inferential tool like the EFA, we were able to include data for 22 of the 24 skills 
(instead of 15). Two of the skills, 1C (“Collaboration”) and 4C, (“Connections to the First Year 
Experience”) were still omitted because fewer than 10 of the 72 examples of student work 
provided evidence of these skills. We decided that if these skills produced so little evidence 
from student work, they could not be assessed using the test rubrics and should be eliminated 
or addressed elsewhere in the college’s assessment plan.

Triangulating Findings - A first draft of  new ISLOs (Fall 2019)
 At this point, we had accumulated multiple types of data about our ISLOs. Some of 
the data (the sorting activity and the survey results) gave us insights into how faculty and 
staff explicitly understood our learning outcomes while other data (the correlation matrix and 
EFA results) examined implicit understandings of these outcomes. To make sense of all this 
data, the Assessment and Learning Committee formed subgroups to review each piece of data 
in turn. The subgroups identified learning outcomes that should be eliminated or combined 
based on the data they were reviewing. Recommendations were collected on a white board and 
discussed with the larger group. 

 We looked for similar findings across the different types of data and revised the 
learning outcomes accordingly. For example, we noted skills 3A (“Reflection on Learning”) 
and 3B (“Connections to Experience”) had a high correlation (0.79) in the correlation matrix. 
Likewise, in the sorting activity, many groups combined skill 3B (“Connection to Experience”) 
with skill 4E (“Cultural Background and Identity”). We thus decided to collapse all three of 
these skills into one learning outcome with a rubric based on skill 3B since participants felt 
this rubric was the clearest. Similarly, we decided to eliminate skill 1C (“Collaboration”). We 
found very few items in the student work that could be used to assess this learning outcome; 
and during the sorting activity, many groups suggested eliminating it. By cross-referencing 
different types of data, we were able to make informed decisions about how to reduce the 
number of learning outcomes.

Finalizing the revised ISLOs (Fall 2019 - Spring 2020)
 After analyzing explicit and implicit understandings of the ISLOs and using statistical 
tools to analyze redundancies and opportunities for revision, we presented a draft of the revised 
ISLOs at an Assessment Day in December 2019. We wanted to maintain the collaborative, 
participatory process that guides our assessment work, so we presented data from the EFA 
and correlation matrix alongside the draft revised ISLOs and asked faculty and staff to use 
the revised rubrics to assess examples of student work. Our goal was not to collect assessment 
data but rather to gain a better understanding of the process and experience using the new 
draft ISLOs. Roughly 35 faculty and staff participated. After engaging with the draft rubrics, 
participants completed an interactive survey that asked them to reflect on their experience 
using the rubric to evaluate a piece of student work.

 This activity helped to corroborate evidence from prior assessments, the results of our 
statistical analysis, and insights from a broad range of stakeholders about the draft revised 
ISLOs. In addition, it helped us determine that some of the revised ISLOs required additional 
attention and a more serious overhaul. For example, we determined that the outcomes related 

We wanted to maintain 
the collaborative, 

participatory process  
that guides our 

assessment work . . . 
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to technology needed further development. The framing of our original ISLOs in this area 
no longer reflected the kinds of work the college was asking students to do. Similarly, the 
outcomes related to civic engagement and global learning required a deeper dive. To revise 
these ISLOs, we met with faculty and staff with expertise and leadership roles in related 
areas - technology, science, and civic engagement/global learning. During these meetings, 
we reviewed the second draft of the revised ISLOs and discussed how they might better 
reflect student work in these areas.

 We developed a second, “semi-final” draft of the revised ISLOs by meticulously 
incorporating data and insights collected from the activities and conversations described 
above. We presented this draft during a college Assessment Day in June 2020, six months after 
we presented the first revised draft. As part of the presentation, we again asked participants 
to assess student work using the draft rubrics and collected survey data about participants’ 
experiences using the rubrics. This semi-final draft did not provide names for any of the ISLO 
skills. We additionally asked survey participants to suggest names for these skills to get a sense 
of whether the correct ideas were coming across in the rubrics. Thirty-two faculty and staff 
participated in this activity. We collected assessment data during these activities in addition to 
survey feedback. The data and survey feedback confirmed that our semi-final draft ISLOs were 
aligned with the explicit and implicit understandings of faculty and other stakeholders and 
with the work students were currently doing in our classes. We presented the revised ISLOs for 
ratification through the college governance process in fall 2020.

The New ISLO Framework
Figure 5 shows an example rubric from the revised ISLOs we developed. The new framework 
addresses several of the challenges described above:

1. Consistency between levels in the rubrics. Since the new ISLOs were 
adapted from the original set (as opposed to starting from scratch), we 
were able to respond to stakeholder feedback about inconsistencies in the 
rubrics. The new ISLOs use more consistent language. For example, the 
lowest level of skill B on the original Broad Integrative Knowledge rubric 
(see figure 1) asked students to “list academic disciplines” in “one or more 
subject areas” while subsequent levels only required them to ask/answer 
questions based on a single discipline. Stakeholders told us that compiling 
a list of disciplines was not a compelling way for students to demonstrate 
integrative learning, and it seemed misguided to give students credit for 
integrative learning if they only asked or answered questions using a 
single discipline. We eliminated this language. The lowest level on the new 
rubric (see “Synthesizing Methodologies” in figure 5) requires students to 
attempt to “ask and answer questions using the general assumptions and 
approaches of two or more disciplines / methodologies.”

2. Redundant outcomes. The new framework reduces the number of 
skills from 24 to 15 by consolidating redundancies identified in the 
process described above. For instance, skills B and C from the original 
Broad Integrative Knowledge rubric were both consolidated into the 
“Synthesizing Methodologies” skill on the new rubric since multiple forms 
of data suggested these two skills were measuring similar things.

3. Some	skills	did	not	reflect	the	type	of	learning	that	was	happening	in	
the classroom. For example, skill B from the original Broad Integrative 
Knowledge rubric focused on integrating academic “disciplines.” One 
of our first-year courses asked students to conduct research using both 
qualitative and quantitative data. Faculty felt that this class required 
students to synthesize different approaches, but those different techniques 
were not necessarily representative of specific academic disciplines. We 
thus refined the rubric to refer to “methodologies” rather than disciplines.

The subgroups identified 
learning outcomes that 
should be eliminated or 
combined based on the 
data they were reviewing.
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The new framework 
reduces the number 

of  skills from 24 to 
15 by consolidating 

redundancies identified  
in the process  

described above.

1. Difficulty	finding	examples	of	student	work	that	were	appropriate	to	
assess with these rubrics. The “Collaboration” skill was removed from 
our ISLOs. Multiple pieces of data suggested it was difficult to assess 
collaboration using the type of student work our assessment system 
provided. We still think collaboration is an important skill for students to 
learn, but we believe its assessment belongs elsewhere.

Figure 5 
New Integrative Knowledge Rubric
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The new framework organizes the skills in ISLOs categories that allow students (and 

faculty and staff) to see at a glance the range of work they will be asked to do across their 

degrees. The skill “Synthesize Methodologies,” for example, is listed under the Integrative 

Knowledge ISLO alongside two others: “Connections to Personal Experience” and 

“Contextualize an Issue.” These three skills describe three distinct ways we expect students to 

Integrative Knowledge 
Integrative learning is the process of making connections between ideas and experiences from different contexts in 
order to leverage knowledge in new and more meaningful ways. This rubric, especially skill D1, is informed by 
Veronica Boix-Mansilla’s notion of “integrative leverage” which suggests that quality work integrates different 
disciplines/methodologies “to generate a new and preferred understanding.” Expert practitioners of these skills 
will integrate knowledge and modes of thinking from multiple disciplines or perspectives. They will situate issues 
in broader contexts and relate them to their own lived experiences. In particular, integrative knowledge is not 
exclusive to curricular experiences; it also applies to co-curricular experiences like student leadership, peer 
mentoring, tutoring, etc. In this rubric, we use the word perspectives to refer to perspectives of specific cultures or 
stakeholders as opposed to disciplinary perspectives. We use the word methodologies to refer to the approaches 
that different fields use to ask or answer questions.

Skill Level 1 Level 2 Level 3 Level 4

Synthesize 
Methodologies

Attempts to ask and 
answer questions 
using the general 
assumptions and 
approaches of two or 
more disciplines / 
methodologies, but 
does so 
ineffectively.

Effectively asks and 
answers questions 
using the general 
assumptions and 
approaches of two or 
more disciplines / 
methodologies, but 
does not integrate 
these approaches.

Integrates 
knowledge and 
approaches from at 
least two different 
disciplines / 
methodologies in 
planning and 
conducting research.

Integrates 
knowledge and 
approaches from at 
least two different 
disciplines / 
methodologies in 
planning and 
conducting research, 
and critically 
compares these 
different approaches.

Connections to 
Personal 
Experience

Identifies 
connections between 
one’s own life 
experiences and/or 
prior knowledge to 
academic texts/
ideas.

Explains 
connections between 
one’s own life 
experiences and/or 
prior knowledge to 
academic texts/ideas 
using basic 
examples, facts, or 
theories.

Explains 
connections between 
one’s own life 
experiences and/or 
prior knowledge to 
academic texts/ideas 
using multiple, rich 
examples, facts, or 
theories.

Connects examples 
of one’s own life 
experiences and/or 
prior knowledge to 
academic texts/ideas 
to illustrate concepts 
from multiple 
perspectives.

Contextualize an 
Issue

Explores an issue at 
the surface level, 
providing little 
insight and/or 
information beyond 
the basic facts.

Moves beyond basic 
facts to demonstrate 
an awareness of 
multiple 
perspectives on an 
issue.

Provides some 
historical/social 
context around an 
issue to explain how 
different 
perspectives relate 
to one another.

Situates an issue in a 
broader historical/
social context to 
demonstrate an 
understanding of the 
issue from multiple 
perspectives.

 The new framework organizes the skills in ISLOs categories that allow students (and 
faculty and staff) to see at a glance the range of work they will be asked to do across their 
degrees. The skill “Synthesize Methodologies,” for example, is listed under the Integrative 
Knowledge ISLO alongside two others: “Connections to Personal Experience” and 
“Contextualize an Issue.” These three skills describe three distinct ways we expect students 
to integrate knowledge and methodologies they are studying in their classes. Taken together, 
the three skills in the Integrative Knowledge ISLO signal to students that we conceive of the 
“knowledge” we expect them to construct across their careers holistically, as combining lived 
experience, academic disciplines, and social contexts. The predecessor skills were listed in a 
more amorphous and curriculum-focused category, “Broad, Integrative Knowledge: General 
Education,” as if they were relevant primarily to the student’s general education classes 
rather than to both those classes and their program of study. This framing was helpful to us 
as we designed the curriculum in the college’s early years; but, as our assessment results and 
this research project shows, it has hindered our ability to define and communicate our overall 
expectations for student learning.
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Discussion
 Looking back on the years-long project we undertook to assess and revise our ISLOs, 
three critical features emerged that might transfer to other institutional settings. These 
features were central in making the process unfold in an effective and inclusive manner and 
ensuring there were consistent spaces for reflection. We offer them up as “best practices.”

Start from where you are, rather than starting over
 When the revision process began, there was a strong push from many faculty, 
staff, and administration to start from scratch. The limitations associated with our original 
ISLOs had caused significant frustration; as a result, many stakeholders wanted to develop 
completely new ISLOs. However, the college had collected several cycles of assessment data 
and the working groups had issued detailed reports about how individual outcomes could 
be revised to reflect the kinds of teaching, learning, and values that underpin the college. 
These reports provided a trove of information and insights about our current ISLOs and 
allowed us to use what we already knew to begin the process of revising them. 

 In other words, we approached the revision process with the goal of addressing 
challenges and issues we already knew existed. Rather than introduce new, unknown 
challenges by completely rewriting the ISLOs, we used a large body of existing knowledge to 
rebuild them. This approach also helped to continually propel the work forward, rather than 
getting caught up in new, unfamiliar challenges and issues.

Ensure faculty and staff remain at the center throughout the process 
The process outlined above prioritized faculty and staff agency. Faculty and staff lead the 
revision process and constantly came back to the larger college community not only to reflect 
on the data but also to help generate new data that guided the process. This iterative, inclusive 
process maximized participation and increased buy-in from faculty, staff, and administration 
as we shared the draft revised ISLOs. The bottom-up approach we used is markedly different 
from an approach spearheaded by administrators or a small group of faculty/staff.

         One example of how this approach worked in practice is the way we used Assessment 
Days throughout the year to keep stakeholders engaged. We used activities during these days 
to do much of the revising work. For instance, we invited participants to regroup the ISLOs 
and evaluate our test rubrics rather than simply presenting our findings. During several 
Assessment Days, we asked faculty and staff to use draft ISLO rubrics to assess student work 
and then provide feedback on their experiences. This iterative and inclusive process helped 
capitalize on the expertise of the practitioners who will use these rubrics.

A holistic approach to gain insight from stakeholders
 Earlier, we outlined the process of accessing faculty and staff members’ explicit, 
as well as implicit, understandings of our learning outcomes. For instance, we facilitated 
an activity during an Assessment Day that invited members of the college community to 
regroup existing ISLOs in order to understand how they think about them. Additionally, 
faculty, staff, and administrators engaged in a structured discussion about larger institutional 
values that we identify as critical to our college. Activities along this vein provided us with 
data and insights about how community members explicitly think and feel about ISLOs. We 
also accessed their implicit understandings by way of analyzing assessment data of student 
work with Exploratory Factor Analysis. These activities provided us with data and insight 
about how community members use the ISLOs and rubrics in practice. We were then able to 
compare these different types of understandings to identify redundancies in our ISLOs. 

 Rather than pursuing one over the other, bringing together these different strands of 
assessment data and analysis provided us with a more comprehensive snapshot of our ISLOs. 
Comparing these two data also produced evidence of potential inconsistencies between how 
community members explicitly think and talk about ISLOs and how they make use of them 
to assess student work. For example, faculty and staff explicitly identified “Quantitative Data 
Analysis” and “Quantitative Problem Solving” as referring to the same skill. However, our 
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do across their degrees.
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EFA indicated that these skills were not assessed similarly and did not overlap. This holistic 
approach provided us with more nuanced, inclusive perspectives on current ISLOs and 
enabled us to make targeted revisions. 

Conclusion
 Our college started using the revised ISLOs in the 2020-2021 academic year. Preliminary 
feedback has generally been positive. This article provides a deep reflection on our revision 
process, lifting up key themes and considerations we identify as recommendations to any 
institution grappling with developing or revising ISLOs. As we note above, three principles 
emerged through our work that seem particularly salient for colleges embarking on similar 
outcomes revision projects: starting our revision process from where we were rather than 
replacing our existing ISLOs wholesale; striving to ensure faculty and staff stakeholders played 
leading roles throughout the process; and using multiple approaches, including inferential 
and descriptive statistics, pilot assessments, surveys, and small and large group discussions to 
develop a holistic understanding of our existing ISLOs and possible revisions.

 These principles helped us mitigate challenges identified by other practitioners 
related to stakeholder misperceptions of purposes and uses of ISLOs (see Colson et al., 2018; 
Schoepp & Tezcan-Unal, 2017). They also helped us negotiate the limitations of our own work, 
including the restricted sample we used for our test assessment and the well-intentioned 
complexities of our existing ISLOs while we worked with our colleagues to construct what 
Stanny (2018) has described as a “culture of improvement” (p. 114). As a concluding point, 
we note that we plan to continue consulting with the college community as we roll out the 
revised ISLOs. We did this during each step in the revision process and found that these 
consultations increased buy-in and ensured that each subsequent draft of the rubrics better 
reflected our values as a community.

We… found that these 
consultations increased 
buy-in and ensured that 

each subsequent draft 
of  the rubrics better 
reflected our values  

as a community.
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Appendix – Correlation Matrix 

Note: Positive correlation coefficients with values less than 0.4 have been omitted for ease of 
reading. Higher values have been highlighted in progressively darker shades of gray to 
emphasize where the strongest correlations exist. There were very few negative correlations, but 
these have been italicized to help distinguish them from the positive values. 

  1A 1B 1D 1E 1F 2A 2B 2D 2E 2F 3A 3B 3C 3D 3E 3F 4A 4B 4D 4E 4F 
1A 1                                         
1B 0.54 1                                       
1D 0.44   1                                     
1E     0.47 1                                   
1F 0.68 0.63     1                                 
2A 0.40       0.44 1                               
2B     0.40   0.40 0.49 1                             
2D               1                           
2E           0.77 0.44   1                         
2F         0.47 0.54 0.48 -0.22 0.41 1                       
3A       -0.15           0.44 1                     
3B                   0.50 0.79 1                   
3C   0.42     0.52           0.77 0.79 1                 
3D         0.45           0.73 0.72 0.83 1               
3E         0.43           0.77 0.69 0.73 0.79 1             
3F   0.43       0.41         0.52 0.66 0.61 0.62 0.61 1           
4A   0.44                     0.50 0.47     1         
4B 0.50   0.51 0.46                   0.41     0.56 1       
4D 0.45 0.49         0.46     0.49     0.51 0.50 0.40 0.45 0.69 0.57 1     
4E     -0.20                           0.40     1   
4F                                 0.55 0.46 0.54   1 

 
 

Appendix 1 – Correlation Matrix
Note: Positive correlation coefficients with values less than 0.4 have been omitted for ease of reading. 
Higher values have been highlighted in progressively darker shades of gray to emphasize where the 
strongest correlations exist. There were very few negative correlations, but these have been italicized to 
help distinguish them from the positive values.
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